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ABSTRACT

We propose several mathematical programming formulations of regression analysis
using linear interval models. A basic form of regression analysis with -a linear
interval model can be formulated as a linear programming problem. The LP problem is
similar to an existing formulation of fuzzy regression analysis with a linear fuzzy
model'* ®. Since the LP formulation is sensitive to outliers, it cannot cope with a
case where given data have outliers. Therefore we extend the LP problem to a
combinatorial optimization problem in order to deal with outliers. We also formulate a
two-objéctive combinatorial-optimization problem where users of regression analysis
can choose the best interval regression model through interaction with computer
programs. '

1. INTRODUCTION

. In regression analysis, a regression model for m input-output data points (x;, y;),

j=1,2,---,m, is
: Y5 = @ *+ a1X15 *+ ©c + AnXnj + € for j=1,2,---,m (1)
wheére x; = (X135, -+, Xn3;) and e; is the j-th residual. Unknown coefficients
ao,ai, - ',an are determined by the following objective function in the least squares
regression.
minimize ( e1® + e=®+ -+ + em” ). (2)

In the absolute errors regression, the unknown coefficients are determined by the
following objective function.

' minimize ( abs(e:) + abs(ez) + --- + abs(em) ) (3)
where abs(e;) denotes the absolute value of e;. It should be noted that the estimated
regression model:

y* = ac® + a1* X1 + - +an”® Xo (4)
is a hyperplane in an (n+l)-dimensional space.
The aim of this -paper is to propose new regression methods based on a linear
interval regression model:

Y(Xx5) = Ao + A1X1;5 + A=2X=2;5 + - + AnXnj for j=1,2,---,m (5)
where A: is an interval coefficient and Y(x;) is the predicted interval corresponding
to x; = (X1;5,X=23, - ",Xnj). Geometrically, the interval regression model (5) represents

a region between two hyperplanes in an (n+l)-dimensional space (for example, see Fig.1
and Fig.2 in Section 2.2).
A linear programming problem is formulated to determine the interval coefficients
under the following condition. .
y; €Y(xy) for j=1,2,---,m. (6)
This condition requires that the interval regression model (5) should include all the
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given data points.

Since the LP formulation is sensitive to outliers because of the constraint
condition (6), it cannot cope with a case where the given data have outliers.
Therefore we extend the LP problem to a .combinatorial optimization problem where the
constraint condition (6) is relaxed as follows.

yi €Y(x;) for k data points out of the given m data points. (7)

Wee also formulate a two-objective combinatorial optimization problem in. order to

de:termine the linear interval regression model through an interactive manner.

2. FORMULATION OF A LINEAR PROGRAMMING PROBLEM

2.1 Formulation
We first formulate a LP problem to determine the interval coefficients of the

interval lincar regression model. Our problem is to determine the interval
coefficients A:, 1i=0,1,---,n, using the given input-output data points (x;,y;),
j=1,2,---,m, under the constraint condition (6).
Let us denote the interval coefficient A: using its center ac: and radius aw: as
Ai = <aei, aws> = { a: ! ac: - awi =a; Sac: + aw:i, a;: €R } (8)

where R is the set of real numbers and the radius aw: should be non-ncgative. From
interval arithmetic™ ?, the linear interval model (5) can be calculated as follows.

Y(x;) = <yc(x;), yw(x;)> for j=1,2,---,m (9)
where ' ‘
yo(X;) = aco + aciXij '+ -+ + acoXnj, (10)
yw(X;) = awo + awr abs(xij) + -+ + awn abs(xXnj). (11)
Therefore the constraint condition (6) can be represented as follows.
yo(x;) - yw(x;) = yi < yolx;) + yw(x;)  for j=1,2,---,m. (12)

It should be noted that yc(x;) and yw(x;) are linear functions of the center ac: and
the radius aw: of the interval coefficient A:. .

In interval regression, we set up the following objective function in order to
determine the interval linear regression model.

Minimize ( yw(xi) + yw(x=2) + -+ + yw(Xm) ) (13)
which means that the sum of the radiuses of the predicted intervals Y(x;), j=1,2, -,
m, is minimized. This objective function is also a linear function of the center ac:
and the radius aw: of the interval coefficient A:. Therefore the following LP problem
is formulated to determine the interval linear regression model.

[LP problem]

Minimize Z = yw(x1) + yw(xz) + - + yw(Xm) (14)
subject to  yc(x;) - yw(x;) £ y; = yo(x;) + yw(x;) for j=1,2,---,m (15)
awi = 0 for i=0,1,---,n (16)

2.2 Numerical examples
[Example 1] Let us consider the following input-output data points.

Data index j 1 2 3 4 5 6 7 8
~ Input value X3 2 4 6 8 10 12 14 16
Output value y; 14 16 14 18 18 22 18 22
From the LP problem, the following .interval regression model is obtained.
Y(x;) = <12, 1> + <0:625, 0.125> xj; for j=1,2,---,8 (17)

This interval regression model is shown in Fig.1. We can see that all the given data
points are included in the interval regression model (17).
[Example 2] Next, let us consider the following input-output data points.

Data index J 1 2 3 4 5 6 7 8 9 10
Input value X; 2 4 6 8 10 12 14 16 2 16
Qutput value y; 14 16 14 18 18 22 18 22 4 32

The ninth and tenth data points, 'which may be outliers, are added to the data in
Example 1. The following interval regression model is obtained from the LP problen.
Y(x;) = <6.548, 4.881> + <1.226, 0.060> X; for j=1,2,---,10 (18)
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This model is shown -in Fig.2. Since the interval regression model (18) is directly
“influenced by the two outliers, this model is quite different from (17) in Fig.1.
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Fig.1 Interval regression model for
Example 1 obtained by the LP problem

Fig.2 Interval regression mode
Example 2 obtaincd by the LP pr

3. FORMULATION OF A COMBINATORIAL OPTIMIZATION PROBLEM

3.1 Formulation

As is shown in Fig.2, the LP problem (14)-(16) is sensitive to outlicrs.

we formulate a combinatorial optimization problem to deal with outliers.
First we relax the constraint condition (15) as follows.
ye(X;) - yw(x;) = yi = yo(x;i) + yw(xy) for j€1J
where J is an unknown subset of {1,2,---,m}. In order to require that the
condition (18) holds for at least k data points out of the given m data
impose the following condition on the subset J.
Card(J) = k
where Card(J) represents the cardinality of J and k is an integer such that
The objective function (14) is also modified as follows.
Minimize 1z = ?;J yw(xj)

1 for
oblcm

Therefore

(18)
constraint
points, we

(19)
k < m.

(20)

Therefore the following combinatorial optimization problem is formulated.

[Combinatorial optimization problem]

Minimize z = = yw(x;)
jeJ
subject to yc(x;) - yw(x;) = y;i = ye(x;) + yw(x;) for j€
aw: =0 for i=0,1,---,n,
Card(J) = k,

JC{1,2, - ,m}.
3.2 Numerical example
Let us consider Example 2 in Section 2.2 again. Since two data poi
outliers, we set k=8. This mecans that a linear interval modcl should inclu

(21)

J, (22)
(23)

(24)

- (25)

nts may be
de at lcast

eight data points out of the given ten data points. From the combinatorial

optimization problem (21)-(25), the following lincar interval model is obta
Y(x;) = <12, 1> + <0.625, 0.125> x; for j=1,2,---,10.

ined.
(26)

It should be noted that this model is the same as (17) obtained from the data in
Example 1 which have no outliers. In Fig.3, We show this model togcther with the given

data points. We can see that two outliers are not included in this model.
4. 'FORMULATION OF A TWO-OBJECTIVE PROGRAMMING PROBLEM
4.1 Formulation

Since there are many cases where it is difficult for users of regressi
to determine an appropriate value of k in the combinatorial optimization p
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us consider the parameter k as an objective function. Therefore the following
two-objective combinatorial optimization problem is formulated.
[Two-objective problem]

Minimize z = 3 yw(x;) and maximize Kk (27)
jsJ

subject to (22)-(25).

4.2 Numerical example

Let us consider Example 2 in Section 2.2 again. Nondominated solutions of the
two-objcctive problem can be obtained by solving the combinatorial optimization
problem (21)-(25) with k=1,2,---,10. We show ten nondominated solutions in Fig.4.
Users of regression analysis can interactively choose a lincar interval model using
Fig.4. In Choosing process, we can employ the following heuristics: a large value of z
suggests that the corresponding interval regression model may be influenced by
outliers. The nondominated solutions corresponding to k=10 and k=9 are not good
solutions since the corresponding values of z are too large in Fig.4. Therefore we
choose the following linear interval model corresponding to k=8.

Y(x;) = <12, 1> + <0.625, 0.125> Xxj for j=1,2,---,10. (28)

If we are not satisfied with this model, we can choose another model using Fig.4.

For example, the interval regression model corresponding to k=7 is as follows.

Y(x;) = <12.5, 1.5> + <0.5, 0> x; for j=1,2,---,10. (29)
This model is similar to (28) since both models include no outliers.
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Fig.3 Interval regression model obtained Fig.4 Nondomin@ted solutions
by the combinatorial optimization problem of the two-objective problem

5. CONCLUSION

‘We propose several formulations. of regfession analysis with 1linear interval
regression models. Our main contribution is to propose a new idea for dealing with the
data which may have some outliers. Since the interval regression model discussed in

this paper can be considered as one version of fuzzy regression models' 2, our method
can be applied to fuzzy regression analysis.
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