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#### Abstract

Recently a number of evolutionary many-objective algorithms have been proposed using uniformly generated weight vectors. Those algorithms can be viewed as improved versions of MOEA/D with the PBI (penalty-based boundary intersection) function. Reference lines are uniformly specified using the weight vectors in the normalized objective space. The basic idea of those algorithms is to find a single solution along each reference line. Whereas a different search mechanism has been devised in each algorithm, solution assignment to reference lines is commonly based on the distance to the nearest reference line. This solution assignment can be interpreted as using a larger penalty value in MOEA/D with PBI. Actually, MOEA/D with PBI works well on frequently-used many-objective test problems DTLZ1-4 when a large penalty value is used. However, the shape of the contour lines of the PBI function suggests the use of a small penalty value for many-objective problems. Moreover, good results have been reported in the literature for many-objective knapsack problems when a small penalty value was used. In this paper, we discuss why good results are obtained from a large penalty value from a viewpoint of characteristics of DTLZ1-4 as test problems. Our discussions on the use of a large penalty value also explain why good results are obtained by recently-proposed weight vectorbased evolutionary many-objective algorithms.
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## I. Introduction

Applications of evolutionary multiobjective optimization (EMO) algorithms to many-objective optimization problems with four or more objectives have been actively studied in the last decade [1]-[3]. Standard well-known Pareto dominancebased EMO algorithms such as NSGA-II [4] and SPEA [5] do not work well on many-objective problems. This is because almost all solutions in a population become non-dominated with each other in a very early stage of evolution when such an EMO algorithm is applied to many-objective problems [1], [6]. As a result, Pareto dominance-based fitness evaluation cannot generate a strong selection pressure toward the Pareto front.

This difficulty can be also explained by the decrease in the relative size of the improving region in the objective space. Let us consider a two-objective minimization problem and solution A in the two-dimensional objective space in Fig. 1 (a). Any solution in the shaded region dominates solution A in the sense
of Pareto dominance. As shown in Fig. 1 (a), the relative size of the improving region of solution A is $1 / 4$ (i.e., 25\%) of the neighborhood of A in the objective space. Solution F in Fig. 1 (a) is non-dominated. If we use Pareto dominance for solution replacement, A is not replaced with F whereas F looks good. Thanks to population-based search of EMO algorithms, such a solution often dominates some other solutions in the population as shown in Fig. 1 (b). Solution B in Fig. 1 (b) is replaced with solution F when Pareto dominance is used as the solution replacement criterion. However, by increasing the number of objectives from 2 to $m$, the relative size of the improving region is exponentially decreased from $1 / 4$ to $1 / 2^{m}$. Moreover, solution density in the objective space becomes very sparse by increasing the number of objectives. As a result, a new solution is not likely to dominate any solution in the current population. This slows down the evolution of solutions toward the Pareto front. This difficulty can be remedied by increasing the size of the improving region of each solution as shown in Fig. 2 using a modified Pareto dominance relation [7].


Fig. 1. Illustration of Pareto dominance.
 Fig. 2. Illustration of modified Pareto dominance [7].

Since 2007, a number of improved versions have been proposed for MOEA/D (multiobjective evolutionary algorithm based on decomposition [8]). As in MOGLS (multiobjective genetic local search [9]-[11]), a weighted scalarizing function was used in MOEA/D. Whereas a weight vector was randomly updated for parent selection and local search in MOGLS, a set of weight vectors was uniformly pre-specified together with their neighborhood structure in MOEA/D. The same idea of weight vector specification and neighborhood definition was proposed before 2007 (e.g., C-MOGA (cellular multiobjective genetic algorithm [12]) in 2001). However, uniform weight vectors and their neighborhood structure were used only for parent selection in C-MOGA. In MOEA/D, they were also used for solution replacement. A new solution was compared with all neighbors using their weight vectors in MOEA/D. All inferior neighbors were replaced with the new solution.

The characteristic features of MOEA/D can be summarized as the use of (i) a weighted scalarizing function, (ii) uniformly generated weight vectors, (iii) neighborhood-based parent selection, and (iv) neighborhood-based solution replacement. MOGLS has only the first feature while C-MOGA has the first three features. The neighborhood-based solution replacement makes it possible to efficiently drive a population toward the Pareto front. This is because multiple solutions in a population can be replaced with a single good solution.

Actually, it was reported that the performance of MOEA/D on many-objective knapsack problems was degraded by decreasing the solution replacement neighborhood size [13]. However, an opposite observation was also reported in the same study [13] for many-objective distance minimization problems with multiple equivalent Pareto regions. That is, the decrease in the solution replacement neighborhood size improved the performance of MOEA/D through the increase in the diversity of solutions. These inconsistent observations can be explained as follows: "Neighborhood-based solution replacement has positive and negative effects on convergence and diversity, respectively." Its usefulness depends on the relation between an offspring and its parents. The original naive neighborhood-based solution replacement in MOEA/D is efficient only when an offspring is generated around its parents (i.e., the distance between an offspring and its parents is small in the objective space).

As we explained, neighborhood-based solution replacement has at least two potential drawbacks: One is the decrease of diversity by replacing multiple solutions with a single good one, and the other is the inefficiency of replacement when a good solution is generated far from its parents in the objective space. These potential drawbacks can be removed by appropriately assigning a newly generated solution to a weight vector [14] or a set of weight vectors where only a single solution is replaced [15]. These ideas have been used in recently proposed weight vector-based evolutionary many-objective algorithms (e.g., NSGA-III [16], I-DBEA [17], MOEA/DD [18] and $\theta$-DEA [19]) where only a single solution is replaced with a newly generated solution. In [16]-[19], a set of reference lines (which can be interpreted as search directions in the objective space) are generated using a set of uniformly pre-specified weight vectors. A new solution is assigned to the nearest reference line. The current solution of the reference line is replaced when it is
inferior to the new solution. The distance to the reference line is used together with other criteria for solution comparison.

Solution evaluation in [17]-[19] can be explained using two distances $d_{1}$ and $d_{2}$ in Fig. 3 (a) when all solutions are nondominated. The first distance $d_{1}$ is measured from the ideal point $z^{*}$ to the solution $\boldsymbol{f}(\boldsymbol{x})$ along the reference line $l$ while the second distance $d_{2}$ is measured from the solution to the reference line. In I-DBEA [17], $d_{2}$ and $d_{1}$ were used as the primary and secondary criteria, respectively. In MOEA/DD [18] and $\theta$-DEA [19], $d_{1}$ and $d_{2}$ are combined into a single criterion using a large positive weight value $\theta$ for $d_{2}$ as

$$
\begin{equation*}
\text { Minimize } f^{P B I}\left(\boldsymbol{x} \mid \boldsymbol{w}, \boldsymbol{z}^{*}\right)=d_{1}+\theta d_{2} . \tag{1}
\end{equation*}
$$

This formulation is exactly the same as the PBI (penaltybased boundary intersection) function in MOEA/D [8]. The parameter $\theta$ is a pre-specified positive constant, which is called the penalty parameter. In MOEA/D [8] and MOEA/DD [18], the value of $\theta$ was specified as $\theta=5$. Fig. 3 (b) shows the improving region of solution A with respect to the PBI function in (1) with $\theta=5$ when A is on the reference line $l$. In $\theta$-DEA [19], the value of $\theta$ was specified as $\theta=10^{6}$. This specification may have almost the same meaning as the use of $d_{1}$ and $d_{2}$ in I-DBEA [17] where $d_{2}$ is used as the primary criterion (and $d_{1}$ is the secondary criterion). NSGA-III [16] also uses similar solution replacement criteria: the first criterion is Pareto dominance in the merged population of the current and offspring populations, and the second criterion is the distance to the nearest reference line.


Fig. 3. Explanation of the PBI function.
As we will show later in this paper (also see [20]), the use of a large value for the penalty parameter $\theta$ in the PBI function in (1) makes the improving region very small (see Fig. 3 (b)). The increase in the number of objectives also decreases the relative size of the improving region. Thus we may need to use a small value for $\theta$ in (1) in order to realize efficient search by MOEA/D with PBI for many-objective problems as explained in Fig. 2. Actually, it was reported that good results were obtained by MOEA/D with PBI for many-objective knapsack problems when a small value such as 0.1 was used for the penalty parameter $\theta$ in [6], [20]. However, in NSGA-III [16], I-DBEA [17], MOEA/DD [18] and $\theta$-DEA [19], the distance to the reference line (i.e., $d_{2}$ ) is mainly used for solution assignment and solution replacement. This is almost the same as the use of a very large value of $\theta$. Moreover, very good
results were reported in [16]-[19] for many-objective DTLZ1-4 problems [21]. Motivated by those results, we apply MOEA/D with PBI to the same test problems. As shown in this paper, good results are obtained even when we use a very large value such as 100 for the penalty parameter $\theta$. Our experimental results are consistent with the reported results by NSGA-III [16], I-DBEA [17], MOEA/DD [18] and $\theta$-DEA [19] in the literature. However, they are inconsistent with the abovementioned discussion about the difficulty of many-objective optimization and its countermeasure [7] in Fig. 2.

In this paper, we discuss why good results are obtained by MOEA/D with PBI for many-objective DTLZ1-4 problems even when a very large value is used for the penalty parameter $\theta$ (whereas experimental results in many-objective knapsack problems [6], [20] and the discussion about the difficulty of many-objective problem suggest the use of a small penalty parameter value). Our discussions on MOEA/D also explain why good results are obtained by NSGA-III [16], I-DBEA [17], MOEA/DD [18] and $\theta$-DEA [19] whereas the distance from each solution to the nearest reference line is used as an important solution replacement criterion.

This paper is organized as follows. First we explain the multiobjective search by MOEA/D with PBI using the contour lines of the PBI function in Section II. In Section III, we report our experimental results on DTLZ1 and DTLZ2 problems with 2, 4, 6 and 8 objectives. Various specifications of the value of the penalty parameter $\theta$ are examined between 0.01 and 100 . In Section IV, we explain why good results are obtained from a very large value of $\theta$ using characteristic features of DTLZ1-4 as test problems. We also discuss the necessity of more general many-objective test problems. For this purpose, we report experimental results on maximization variants of DTLZ where all objectives are maximized (whereas they are minimized in the original DTLZ problems). Totally different observations with respect to the specification of the penalty parameter value are obtained from our two computational experiments: One is on the original DTLZ1 and DTLZ2 problems, and the other is on their maximization variants. Finally, we conclude this paper in Section V.

## II. Multiobjective Search by MOEA/D with PBI

## A. Multiobjective Optimization Problem

Using the following problem with $m$ objectives, we explain the multiobjective search by MOEA/D with PBI:

$$
\text { Minimize } \boldsymbol{f}(\boldsymbol{x})=\left(f_{1}(\boldsymbol{x}), \ldots, f_{m}(\boldsymbol{x})\right) \text { subject to } \boldsymbol{x} \in \mathbf{X},
$$

where $f_{i}(\boldsymbol{x})$ is the $i$ th objective to be minimized $(i=1,2, \ldots, m)$, $\boldsymbol{x}$ is the decision vector, and $\mathbf{X}$ is the feasible region.

## B. MOEA/D with PBI

In MOEA/D [8], the multiobjective problem is decomposed into a number of single-objective problems using a set of uniformly specified weight vectors. Let us denote an $m$ dimensional weight vector as $\boldsymbol{w}=\left(w_{1}, w_{2}, \ldots, w_{m}\right)$. In MOEA/D, a set of weight vectors is generated using the following formulations (i.e., all weight vectors satisfying the following conditions are generated):

$$
\begin{align*}
& \sum_{i=1}^{m} w_{i}=1 \text { and } w_{i} \geq 0 \text { for } i=1,2, \ldots, m,  \tag{3}\\
& w_{i} \in\left\{0, \frac{1}{H}, \frac{2}{H}, \ldots, \frac{H}{H}\right\} \text { for } i=1,2, \ldots, m, \tag{4}
\end{align*}
$$

where $H$ is a positive integer used for specifying the total number of weight vectors (for details, see [8]).

In this paper, we use the PBI function in MOEA/D. That is, the minimization of the PBI function is the basic structure of single-objective optimization in MOEA/D in this paper. As we have already explained by Fig. 3 in Section I, the PBI function for the minimization problem in (2) is written using the weight vector $\boldsymbol{w}$, the reference point $\boldsymbol{z}^{*}$ and the penalty parameter $\theta$ as

$$
\begin{equation*}
\text { Minimize } f^{P B I}\left(\boldsymbol{x} \mid \boldsymbol{w}, \boldsymbol{z}^{*}\right)=d_{1}+\theta d_{2} \tag{5}
\end{equation*}
$$

where $d_{1}$ and $d_{2}$ are calculated as follows (see Fig. 3 (a)):

$$
\begin{align*}
& d_{1}=\left|\left(\boldsymbol{f}(\boldsymbol{x})-\boldsymbol{z}^{*}\right)^{T} \boldsymbol{w}\right| /\|\boldsymbol{w}\|,  \tag{6}\\
& d_{2}=\left\|\boldsymbol{f}(\boldsymbol{x})-\boldsymbol{z}^{*}-d_{1} \frac{\boldsymbol{w}}{\|\boldsymbol{w}\|}\right\| . \tag{7}
\end{align*}
$$

As we can see from (5), the value of the penalty parameter $\theta$ shows the importance of the second distance $d_{2}$ (i.e., distance to the reference line). In one extreme case where $\theta$ is very large, the minimization of the PBI function can be viewed as pushing a solution toward the reference line (i.e., minimizing the second distance $d_{2}$ ). In the other extreme case where $\theta$ is very small, the minimization of the PBI function becomes similar to the minimization of the weighted sum.

## C. Contour Lines of the PBI Function

In Fig. 4, we show the contour lines of the PBI function for three weight vectors ( $\boldsymbol{w}=(0.8,0.2),(0.5,0.5),(0.2,0.8)$ ) and three values of the penalty parameter $\theta(\theta=0.1,1.0,10)$. The search for a single solution using the PBI function with each weight vector can be explained by the contour lines in Fig. 4. When $\theta$ is small (e.g., Fig. 4 (a)), the steepest decent direction is almost the same as the direction toward the reference point $z^{*}$. A move of a solution away from the reference line can be acceptable if it decreases the distance from the reference point $z^{*}$. This means that the obtained solution is not always close to the reference line. Actually, the solution can be far away from the corresponding reference line as shown in Fig. 5 (a) where the bold purple curve is the Pareto front of a two-objective minimization problem. The best solution for the weight vector $(0.2,0.8)$ is obtained at the bottom-right edge of the Pareto front in Fig. 5 (a).

(a) $\theta=0.1$.

(b) $\theta=1.0$.

(c) $\theta=10$.

Fig. 4. Contour lines of the PBI function for the three weight vectors.


Fig. 5. Explanation of the search for the weight vector $(0.2,0.8)$.
When $\theta$ is large (e.g., $\theta=10$ as in Fig. 4 (c) and Fig. 5 (c)), the steepest decent move of a solution is close to the direction toward the reference line (not toward the reference point $z^{*}$ ). A move of a solution away from the reference line is not likely to be acceptable even when it decreases the distance from the reference point $z^{*}$. As a result, it is expected that the obtained solution is very close to the corresponding reference line. This is explained in Fig. 5 (c). When $\theta=1$, the two distances $d_{1}$ and $d_{2}$ have the same weight in the PBI function. Thus the contour line has a right angle in Fig. 4 (b) and Fig. 5 (b).

## III. Experimental Results on DTLZ1 and DTLZ2

In our computational experiments, MOEA/D with PBI is applied to DTLZ1 and DTLZ2 problems with 2, 4, 6 and 8 objectives under various specifications of the population size as shown in Table 1. The neighborhood size is specified as $10 \%$ of the population size. With respect to the penalty parameter value, we examine the following specifications:

$$
\theta=0.01,0.02,0.05,0.1,0.2,0.5,1,2,5,10,20,50,100 .
$$

table i. Various Specifications of Population Size.

| Objectives | Specifications of Population Size |
| :---: | :---: |
| $m=2$ | $50,100,500,1000,5000$ |
| $m=4$ | $56,84,455,969,4960$ |
| $m=6$ | $56,126,462,1287,4368$ |
| $m=8$ | $36,120,330,792,6435$ |

We use the polynomial mutation with the distribution index 20 and the mutation probability $1 / n$ where $n$ is the string length, and the SBX crossover with the distribution index 15 and the crossover probability 0.8 . The number of decision variables in the DTLZ1 problem with $m$ objectives is specified as $5+m-1$. For DTLZ2, it is specified as $10+m-1$. The total number of examined solutions is used as the termination condition, which is specified as $m \times 10,000$ solutions for $m$-objective problems. As the performance indicator, we use the average hypervolume value over 10 runs. The reference point for the hypervolume calculation is specified as $(0.6,0.6, \ldots, 0.6)$ for DTLZ1 and ( $1.1,1.1, \ldots, 1.1$ ) for DTLZ2. We do not use any special setting in our computational experiments (except for the examination of various values of the penalty parameter and the population size). Our setting is similar to commonly-used ones in recent studies on evolutionary many-objective optimizations [16]-[19].

Experimental results are summarized in Fig. 6 and Fig. 7. We can obtain the following observations:
(1) Good results are obtained for the eight-objective DTLZ1 and DTLZ2 problems even when the value of $\theta$ is very
large (e.g., $\theta=100$ ) in Fig. 6 (d) and Fig. 7 (d).
(2) When the value of $\theta$ is small (e.g., $\theta \leq 0.5$ ), good results are not obtained in Fig. 7 for all DTLZ2 problems independent of the number of objectives and the population size.
(3) For the six-objective and eight-objective DTLZ1 problems, poor results are obtained from intermediate specifications of $\theta$ such as $\theta=1$ (Fig. 6 (c)) and $\theta=2$ (Fig. 6 (d)).


Fig. 6. Average hypervolume values by MOEA/D with PBI on DTLZ1.


Fig. 7. Average hypervolume values by MOEA/D with PBI on DTLZ2.

The second observation can be explained using the shape of the Pareto front. Each DTLZ2 problem has a concave Pareto front (see Fig. 9 (b) in the next session). As in the case of the weighted sum, it is difficult for the PBI function with a small value of the penalty parameter $\theta$ to find Pareto optimal solutions inside the concave Pareto front (see Fig. 5 (a)). This difficulty explains the second observation: Good results are not obtained from small values of $\theta$ in Fig. 7 independent of the number of solutions and the population size.

The explanation of the third observation is not so easy. Each DTLZ1 problem has a linear Pareto front (i.e., line, plane, hyperplane). The contour lines in Fig. 4 and Fig. 5 have a circular cone shape for multiobjective problems with more than two objectives. When the value of $\theta$ is large, the top of the contour circular cone is sharp as shown in Fig. 5 (c). Thus the solution for each reference line is obtained around the reference line (i.e., around the top of the contour circular cone). This leads to a large diversity of solutions. In Fig. 8 (c), we show an example of an obtained solution set for the sixobjective DTLZ1 problem from the specification of $\theta=10$. The horizontal axis shows the index of the objective whereas the vertical axis shows the objective value of each objective in Fig. 8. We can see from Fig. 8 (c) that a wide variety of solutions are obtained when the penalty parameter is large.


Fig. 8. Obtained solutions for the six-objective DTLZ1 problem.
When the value of $\theta$ is small, solutions are likely to be obtained around the boundary of the Pareto front as shown in Fig. 5 (a). However, since the Pareto front is linear and the contour circular cone has a top (whereas it is not sharp), solutions are also obtained inside the Pareto front for some reference lines. That is, some inside solutions are obtained together with other solutions around the boundary of the Pareto front. Fig. 8 (a) shows an example of an obtained solution set from the specification of $\theta=0.1$. We can see from Fig. 8 (a) that boundary solutions with an objective value 0.5 for a single objective are obtained together with inside solutions with objective values about 0.1 for almost all objectives.

In general, when $\theta$ is small, each solution is obtained far from the corresponding reference line as shown in Fig. 5 (a). When $\theta$ is large, each solution is obtained around the corresponding reference line as shown in Fig. 5 (c). By increasing $\theta$ from a small value to a large one, we can observe a kind of a transition state where the diversity of solutions is very small as shown in Fig. 8 (b). Fig. 8 (b) is an example of an obtained solution set from the specification of $\theta=1$. Such a solution set is obtained when the sides of many contour circular cones have almost the same tangent as the Pareto front. In this case, many solutions have the same or similar PBI
function values. This makes it very difficult for MOEA/D with PBI to find a set of widely distributed solutions as shown in Fig. 8 (b). This difficulty was explained by analyzing the relation between the weight vectors and the obtained solutions in detail in [22].

In the next section, we focus our attention on the first observation. That is, we discuss why good results are obtained for the eight-objective DTLZ1 and DTLZ2 problems even when the value of the penalty parameter $\theta$ is very large in MOEA/D with PBI.

## IV. Discussions on Experimental Results

The first observation in the previous section is inconsistent with the discussion about the difficulty of many-objective optimization in Section I. This observation is also inconsistent with the reported results on many-objective knapsack problems in [6] and [20] where the best results were obtained from small values of $\theta$ such as $\theta=0.1$ (poor results were obtained from large values of $\theta$ such as $\theta=10$ in [6] and [20]).

The objective vector $\boldsymbol{f}(\boldsymbol{x})$ in the DTLZ1-4 problems can be written as follows [21]:

$$
\begin{equation*}
\boldsymbol{f}(\boldsymbol{x})=\left(1+g\left(\boldsymbol{x}_{M}\right)\right) \boldsymbol{h}\left(\boldsymbol{x}_{\mathrm{pos}}\right), \tag{8}
\end{equation*}
$$

where $\boldsymbol{h}\left(\boldsymbol{x}_{\text {pos }}\right)$ specifies the shape of the Pareto front using the ( $m-1$ ) decision variables in $\boldsymbol{x}_{\mathrm{pos}}$, and $g\left(\boldsymbol{x}_{M}\right)$ specifies the distance from the Pareto front $\left(g\left(\boldsymbol{x}_{M}\right) \geq 0\right)$ using $k$ decision variables in $\boldsymbol{x}_{M}$. Pareto optimal solutions are obtained by minimizing $g\left(\boldsymbol{x}_{M}\right)$ to zero.

All feasible solutions with $g\left(\boldsymbol{x}_{M}\right)=0$ are Pareto optimal in DTLZ1-4. The basic problem structure in (8) is illustrated for the two-objective DTLZ1 and DTLZ2 problems in Fig. 9. By changing some values of $\boldsymbol{x}_{\text {pos }}$, Pareto optimal solution B in Fig. 9 (a) and Fig. 9 (b) moves along the Pareto front. When some values of $\boldsymbol{x}_{M}$ are changed, solution B moves toward solution A . Solution A in Fig. 9 (a) and Fig. 9 (b) moves toward solution B or in the opposite direction by changing some values in $\boldsymbol{x}_{M}$. When we change some values in $\boldsymbol{x}_{\text {pos }}$ of solution A, it moves without changing the distance to the Pareto front (e.g., solution A in Fig. 9 (a) moves in parallel with the Pareto front by changing some values in $\boldsymbol{x}_{\text {pos }}$ ). That is, possible moves of each solution by changing values in either $\boldsymbol{x}_{M}$ or $\boldsymbol{x}_{\mathrm{pos}}$ are severely limited by the special problem structure of DTLZ1-4.


Fig. 9. Explanations of the basic problem structure of the DTLZ problems.

In Fig. 10, we show 100 solutions (red points) generated by mutation from each parent solution denoted by a black circle. The polynomial mutation with the distribution index 20 is applied to a randomly selected single variable of each solution. As we have already explained using Fig. 9, solutions are generated only in the four directions of the parent solution. One direction which is away from the Pareto front clearly degrades the parent solution. Its opposite direction toward the Pareto front clearly improves the parent solution. This means that Pareto dominance relation always holds between the parent and its offspring generated by mutating arbitrary selected variables in $\boldsymbol{x}_{M}$ of the parent solution. This is totally different from the following implicit assumption in many-objective optimization: Almost all solutions are non-dominated with each other.


Fig. 10. Generated 100 solutions (red points) from each parent solution (black circle) by a single application of mutation to a randomly selected single variable. The purple point in (a) and the purple curve in (b) shows the Pareto front of each problem.

When the parent solution is on the corresponding reference line and the reference point $z^{*}$ is the same as the ideal point, all solutions generated by the parent solution by mutating arbitrary variables in $\boldsymbol{x}_{M}$ are exactly on the reference line as their parent solution as shown in Fig. 11. This means that better solutions are likely to be obtained by applying mutation several times to the parent solution. When the parent solution is not on its reference line, any move toward the Pareto front by mutating values in $\boldsymbol{x}_{M}$ always improves the distance from the reference line as well as the distance from the Pareto front.


Fig. 11. Generated 100 solutions from each parent (black circle) by mutation.
In this situation (i.e., when the parent solution is not on its reference line), mutation to arbitrary values in $\boldsymbol{x}_{\mathrm{pos}}$ can improve the parent solution by decreasing the distance to its reference line without degrading the distance to the Pareto front. This is because any changes of values in $\boldsymbol{x}_{\text {pos }}$ never change the distance
to the Pareto front. As a result, when the parent is not on the reference line, it is more likely that better solutions will be obtained from mutation than the case where the parent solution is on the reference line.

For removing the above-mentioned search biases based on the special problem structure of the DTLZ1 and DTLZ2 problems, let us consider the following test problem with the same Pareto front as the $m$-objective DTLZ2 problem:

## [Test Problem 1]

$$
\begin{align*}
& \text { Minimize } \boldsymbol{f}(\boldsymbol{x})=\left(f_{1}(\boldsymbol{x}), \ldots, f_{m}(\boldsymbol{x})\right)  \tag{9}\\
& \text { subject to } f_{i}(\boldsymbol{x})=x_{i}, i=1,2, \ldots, m  \tag{10}\\
& 1 \leq x_{1}^{2}+x_{2}^{2}+\ldots+x_{m}^{2} \leq a^{2}  \tag{11}\\
& 0 \leq x_{i} \leq a, i=1,2, \ldots, m \tag{12}
\end{align*}
$$

In this formulation, $a$ is a real number larger than 1 . We specify $a$ as $a=2$. For this problem, we randomly generate $m \times 100,000$ feasible solutions. We do not use any genetic operators. We simply generate feasible solutions randomly. Then we choose the best solution for the PBI function with each weight vector and calculate the hypervolume. The average hypervolume values over 10 runs are shown in Fig. 12.


Fig. 12. Average hypervolume values by PBI on our Test Problem 1.
Except for the case of two objectives in Fig. 12 (a), the increase of the penalty parameter value from $\theta=2$ to $\theta=100$ gradually degrades the average hypervolume value for our test problem in Fig. 12. However, the performance deterioration is very slow even for the eight-objective problem in Fig. 12 (d). This may be due to the concave shape of the Pareto front. Since good results are not obtained from small values of the penalty parameter $\theta$, the performance deterioration by the increase of $\theta$ looks very slow.

In order to remove the bias based on the concave shape of the Pareto front, we apply MOEA/D with PBI to a variant of the DTLZ2 problem where all objectives are to be maximized (instead of to be minimized in the original formulation of the DTLZ2 problem). Experimental results are summarized in Fig. 13 where $(-0.5,-0.5, \ldots,-0.5)$ is used as the reference point for hypervolume calculation.


Fig. 13. Experimental results of MOEA/D with PBI on the maximization variant of the DTLZ2 problem.

In Fig. 13, good results are obtained when the penalty parameter is small. This observation is consistent with the reported results on many-objective knapsack problems in [6], [20]. This observation is also consistent with the discussion on the difficulty of many-objective optimization.

However, the behavior of MOEA/D with PBI cannot be simply explained by the size of the improving region. For example, the clear performance deterioration at $\theta=1$ in Fig. 13 (and Fig. 6) shows the difficulty in explaining the behavior of the MOEA/D with PBI. As we mentioned in the previous section, the main reason for this performance deterioration is the decrease in the diversity of solutions. In Fig. 14, we show the contour lines of the PBI function for the two-objective maximization DTLZ2 problem. Since this is the maximization problem, the multiobjective search is performed by pulling solutions from the top-right reference point $z^{*}$. When $\theta=1$ in Fig. 14 (b), optimal solutions for many reference lines are obtained around the center of the Pareto front. This is because each optimal solution is obtained inside the corresponding reference line as shown in Fig. 14 (b). When $\theta=0.1$ in Fig. 13 (a), each optimal solution is far from the corresponding reference line. As a result, the obtained solutions have a large diversity. When $\theta=10$ in Fig. 14 (c), each optimal solution is close to the corresponding reference line. As a result, the
obtained solutions have a large diversity. Only when the penalty parameter is around $\theta=1$, many solutions are obtained around the center of the Pareto front. Thus good results are not obtained in Fig. 13 from $\theta=1$.


Fig. 14. Contour lines of the PBI function for the maximization variant of the two-objective DTLZ2 problem.

It should be noted that the maximization variants of the DTLZ problems are exactly the same as the original DTLZ problems except for maximizing all objectives instead of minimizing them. This means that new solutions are generated by mutation in the same manner as we explained in Fig. 10 and Fig. 11. However, the maximization variants have the different reference lines as shown in Fig. 14. Thus the optimal solution with respect to each reference line cannot be easily obtained for the maximization variants if compared with the original DTLZ problems.

When we analyze the search behavior of MOEA/D with PBI, we have to consider the relation between the shape of the Pareto front and the shape of the distribution of weight vectors. This issue was pointed out by Jain \& Deb [23]. As explained in [23], the shape of the Pareto fronts of the DTLZ1-4 problems is triangular. The shape of the distribution of the weight vectors in MOEA/D (and the other weight vector-based evolutionary many-objective algorithms [16]-[19]) is also triangular. This consistency between the shape of the Pareto front and the shape of the distribution of the weight vectors is another reason for high performance of MOEA/D and the other weight vectorbased evolutionary many-objective algorithms.


Fig. 15. Rotated triangular shape distribution of the weight vectors for a threeobjective maximization problem.

The maximization variants of the DTLZ1-4 problems also have triangular Pareto fronts. However, the shape of the distribution of the weight vectors for maximization problems is rotated triangular as shown in Fig. 15. This is because the
reference point is located at the top-right corner of the objective space (see Fig. 14) instead of the bottom-left corner for minimization problems. That is, the shape of the Pareto fronts of the maximization variants of DTLZ1-4 is not consistent with the shape of the distribution of the weight vectors. This is the same situation as the inverted DTLZ1 problem in Jain \& Deb [23].

## V. Concluding Remarks

In this paper, we discussed why MOEA/D with PBI works very well on many-objective DTLZ1-4 problems when a large value is used as the penalty parameter (e.g., $\theta=10$ and $\theta=100$ ). Through computational experiments on DTLZ1 and DTLZ2, we explained the following reasons:
(1) Special problem structures of DTLZ1-4, which make mutation-based search along the reference lines very efficient for many-objective problems.
(2) Consistency between the shape of the Pareto front and the shape of the distribution of the weight vectors, which leads to high quality of a solution set when each solution is close to the corresponding reference line.
We removed positive effects of these biases by using the maximization variants of DTLZ1-4 where all objectives were maximized. When we used the maximization variants of DTLZ2 as test problems, better results were obtained from small values of the penalty parameter. That is, our results on the maximization variants were consistent with the reported results on many-objective knapsack problems, which were also consistent with the discussions on the difficulty of manyobjective optimization. Our discussions in this paper also suggested that very good results by recently-proposed weight vector-based evolutionary many-objective algorithms would be at least partially biased by the above-mentioned two reasons based on the special characteristic features of the DTLZ1-4 test problems.
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