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#### Abstract

This paper examines the effect of crossover operations on the performance of EMO algorithms through computational experiments on knapsack problems and flowshop scheduling problems using the NSGA-II algorithm. We focus on the relation between the performance of the NSGA-II algorithm and the similarity of recombined parent solutions. First we show the necessity of crossover operations through computational experiments with various specifications of crossover and mutation probabilities. Next we examine the relation between the performance of the NSGA-II algorithm and the similarity of recombined parent solutions. It is shown that the quality of obtained solution sets is improved by recombining similar parents. Then we examine the effect of increasing the selection pressure (i.e., increasing the tournament size) on the similarity of recombined parent solutions. An interesting observation is that the increase in the tournament size leads to the recombination of dissimilar parents, improves the diversity of solutions, and degrades the convergence performance of the NSGA-II algorithm.


## 1 Introduction

Since Schaffer's study [21], various evolutionary multiobjective optimization (EMO) algorithms have been proposed to find well-distributed Pareto-optimal or near Paretooptimal solutions of multiobjective optimization problems (Coello et al. [2] and Deb [4]). Recent EMO algorithms usually share some common ideas such as elitism, fitness sharing and Pareto ranking. While mating restriction has been often discussed in the literature, it has not been used in many EMO algorithms as pointed out in some reviews on EMO algorithms [7, 23, 26]. In this paper, we examine the effect of recombining similar parents on the performance of EMO algorithms to find welldistributed Pareto-optimal or near Pareto-optimal solutions.

Mating restriction was suggested by Goldberg [8] for single-objective genetic algorithms. Hajela \& Lin [9] and Fonseca \& Fleming [6] used it in their EMO algorithms. The basic idea of mating restriction is to ban the recombination of dissimilar parents from which good offspring are not likely to be generated. In the implementation of mating restriction, a user-definable parameter $\sigma_{\text {mating }}$ called the mating radius is usually used for banning the recombination of two parents whose distance is larger than $\sigma_{\text {mating }}$. The distance between two parents is measured in the decision space or the objective space. The necessity of mating restriction in EMO
algorithms was also stressed by Jaszkiewicz [17] and Kim et al. [18]. In the parallelization of EMO algorithms, mating restriction is implicitly realized since similar individuals are likely to be assigned to the same processor or the same island (e.g., see Branke et al. [1]). On the other hand, Zitzler \& Thiele [25] reported that no improvement was achieved by mating restriction in their computational experiments. Van Veldhuizen \& Lamont [23] mentioned that the empirical evidence presented in the literature could be interpreted as an argument either for or against the use of mating restriction. Moreover, there was also an argument for the selection of dissimilar parents. Horn et al. [10] argued that information from very different types of tradeoffs could be combined to yield other kinds of good tradeoffs. Schaffer [21] examined the selection of dissimilar parents but observed no improvement.

A similarity-based mating scheme was proposed in Ishibuchi \& Shibata [13] to examine positive and negative effects of mating restriction on the performance of EMO algorithms. In their mating scheme, one parent (say Parent A) was chosen by the standard fitness-based binary tournament scheme while its mate (say Parent B) was chosen among a pre-specified number of candidates (say $\beta$ candidates) based on their similarity or dissimilarity to Parent A. To find $\beta$ candidates, the standard fitness-based binary tournament selection was iterated $\beta$ times. Almost the same idea was independently proposed in Huang [11] where Parent B was chosen from two candidates (i.e., the value of $\beta$ was fixed as $\beta=2$ ). Ishibuchi \& Shibata [14] extended their similarity-based mating scheme as shown in Fig. 1. That is, first a prespecified number of candidates (say $\alpha$ candidates) were selected by iterating the standard fitness-based binary tournament selection $\alpha$ times. Next the average vector of those candidates was calculated in the objective space. The most dissimilar candidate to the average vector was chosen as Parent A. On the other hand, the most similar one to Parent A among $\beta$ candidates was chosen as Parent B . Furthermore, it was demonstrated in [15] that the diversity-convergence balance can be dynamically adjusted by controlling the values of the two parameters $\alpha$ and $\beta$.


Fig. 1. Mating scheme in Ishibuchi \& Shibata [14].

In this paper, we examine the effect of crossover operations on the performance of EMO algorithms through computational experiments on knapsack problems and flowshop scheduling problems using the NSGA-II algorithm of Deb et al. [5]. We focus on the relation between the performance of the NSGA-II algorithm and the similarity of recombined parents. First we show the necessity of crossover operations through computational experiments with various specifications of crossover and mutation probabilities. It is shown that crossover operations play an important role in the NSGA-II algorithm while its performance is not very sensitive to the crossover probability if compared with the mutation probability. Next we examine the relation between the performance of the NSGA-II algorithm and the similarity of recombined parents. We use the similarity-based mating scheme in Fig. 1 to choose dissimilar parents as well as similar parents. That is, the most similar or dissimilar solution to Parent A among $\beta$ candidates is chosen as Parent B in our computational experiments where the value of $\alpha$ is fixed as $\alpha=1$ (i.e., Parent A is selected by the standard fitness-based binary tournament selection). The similarity is measured in the decision space and the objective space. It is shown that the performance of the NSGA-II algorithm can be improved by recombining similar parents. Then we examine the effect of increasing the selection pressure (i.e., increasing the tournament size) on the similarity of recombined parents. An interesting observation is that the increase in the tournament size leads to the recombination of dissimilar parents, improves the diversity of solutions, and degrades the convergence performance of the NSGA-II algorithm on some test problems.

## 2 Test Problems

Multiobjective $0 / 1$ knapsack problems with $k$ knapsacks (i.e., $k$ objectives and $k$ constraints) and $n$ items in Zitzler \& Thiele [26] can be written as follows:

$$
\begin{align*}
& \text { Maximize } \mathbf{f}(\mathbf{x})=\left(f_{1}(\mathbf{x}), f_{2}(\mathbf{x}), \ldots, f_{k}(\mathbf{x})\right) \text {, }  \tag{1}\\
& \text { subject to } \sum_{j=1}^{n} w_{i j} x_{j} \leq c_{i}, \quad i=1,2, \ldots, k  \tag{2}\\
& \text { where } f_{i}(\mathbf{x})=\sum_{j=1}^{n} p_{i j} x_{j}, \quad i=1,2, \ldots, k \tag{3}
\end{align*}
$$

In this formulation, $\mathbf{x}$ is an $n$-dimensional binary vector (i.e., $\left(x_{1}, x_{2}, \ldots, x_{n}\right) \in\{0,1\}^{n}$ ), $p_{i j}$ is the profit of item $j$ according to knapsack $i, w_{i j}$ is the weight of item $j$ according to knapsack $i$, and $c_{i}$ is the capacity of knapsack $i$. Each solution $\mathbf{x}$ is handled as a binary string of length $n$ in EMO algorithms. The $k$-objective $n$-item knapsack problem is referred to as a $k$ - $n$ knapsack problem in this paper.

Zitzler \& Thiele [26] examined the performance of several EMO algorithms using nine test problems with two, three, four objectives and 250, 500, 750 items. In this paper, we use the three 500 -item test problems (i.e., $2-500,3-500$, and $4-500$ knapsack problems) while we can only report a part of experimental results due to the
page limitation.
We also generate two-objective and three-objective 20-machine 80-job flowshop scheduling problems in the same manner as Ishibuchi et al. [12, 16]. These test problems are denoted as 2-20-80 and 3-20-80 scheduling problems, respectively. The makespan and the maximum tardiness are considered as two objectives to be minimized in the 2-20-80 scheduling problem. In addition to these two objectives, the minimization of the total flowtime is considered in the $3-20-80$ scheduling problem. Each solution of these two test problems is represented as a permutation of 80 jobs.

In the case of the knapsack problems, the distance between two solutions (i.e., two binary strings) is measured by the Hamming distance in the decision space. On the other hand, the distance of two solutions (i.e., two permutations of 80 jobs) is calculated as the sum of the distance between the positions of each job. The calculation of the distance between two permutation-type strings is illustrated in Fig. 2. The distance between the positions of Job 1 (denoted by J1 in Fig. 2) is 4 since it is placed in the first position of String 1 and the fifth position of String 2. The distance between the positions of the other jobs is calculated in the same manner (i.e., 1 for Job 2, 0 for Job 3 and Job 4, and 3 for Job 5). Thus the distance between the two strings in Fig. 2 is calculated as 8 (i.e., $4+1+0+0+3$ ).

| String 1 |  |  | J1 | J2 | J3 |
| :--- | :--- | :--- | :--- | :--- | :--- |
|  |  |  | J4 |  |  |

String 2


Fig. 2. Distance between two strings for five-job flowshop scheduling problems.

The distance between two solutions in the objective space is calculated by the Euclidean distance in both the knapsack problems and the scheduling problems. That is, the distance between two solutions $\mathbf{x}$ and $\mathbf{y}$ is calculated in the objective space as

$$
\begin{equation*}
|\mathbf{f}(\mathbf{x})-\mathbf{f}(\mathbf{y})|=\sqrt{\left|f_{1}(\mathbf{x})-f_{1}(\mathbf{y})\right|^{2}+\cdots+\left|f_{k}(\mathbf{x})-f_{k}(\mathbf{y})\right|^{2}} \tag{4}
\end{equation*}
$$

where $\mathbf{f}(\mathbf{x})=\left(f_{1}(\mathbf{x}), \ldots, f_{k}(\mathbf{x})\right)$ is the $k$-dimensional objective vector corresponding to the solution $\mathbf{x}$.

## 3 Performance Measures

Various performance measures have been proposed in the literature to evaluate a nondominated solution set. As explained in Knowles \& Corne [19], Okabe et al. [20], and Zitzler et al. [27], no single performance measure can simultaneously evaluate various aspects of a non-dominated solution set (e.g., convergence and diversity). Moreover, some performance measures are not designed to simultaneously compare many solution sets but to compare only two solution sets with each other. For various
performance measures, see [2, 4, 19, 20, 27].
In this paper, we use the following performance measures to simultaneously compare a number of solution sets:

1. Generational distance (GD)
2. $\mathrm{D} 1_{\mathrm{R}}$ measure ( $\mathrm{D} 1_{\mathrm{R}}$ )
3. Spread measure (Spread)
4. Hypervolume measure (Hypervolume)
5. Ratio of non-dominated solutions (Ratio)

Let $S$ and $S^{*}$ be a set of non-dominated solutions and the set of all Paretooptimal solutions. The generational distance [22] is the average distance from each solution in $S$ to its nearest Pareto-optimal solution in $S^{*}$. The distance is measured in the objective space using the Euclidean distance. On the other hand, the $\mathrm{D} 1_{\mathrm{R}}$ measure is the average distance from each Pareto-optimal solution in $S^{*}$ to its nearest solution in $S$. This measure was used in Czyzak \& Jaszkiewicz [3]. The generational distance and the $\mathrm{D} 1_{\mathrm{R}}$ measure need all Pareto-optimal solutions of each test problem. Since true Pareto-optimal solutions are not available for each test problem except for the 2-500 knapsack problem, we use as $S^{*}$ a set of near Pareto-optimal solutions obtained for each test problem using much longer CPU time and much larger memory storage than computational experiments reported in this paper.

The spread measure is calculated for the solution set $S$ as follows:

$$
\begin{equation*}
\text { Spread }=\sum_{i=1}^{k}\left[\max _{\mathbf{x} \in S}\left\{f_{i}(\mathbf{x})\right\}-\min _{\mathbf{x} \in S}\left\{f_{i}(\mathbf{x})\right\}\right] . \tag{5}
\end{equation*}
$$

This measure is similar to the maximum spread of Zitzler [24]. The hypervolume measure [25] calculates the volume of the dominated region by the solution set $S$ in the objective space.

The ratio of non-dominated solutions is calculated for a solution set with respect to other solution sets. We used this measure in our former studies to compare multiple non-dominate rule sets [12, 16]. This measure is similar to the coverage measure of Zitzler \& Thiele [25], which was proposed to compare two non-dominated rule sets. Let us assume that we have $m$ solution sets $S_{1}, S_{2}, \ldots, S_{m}$. By merging these solution sets, we construct another solution set $S$ as $S=S_{1} \cup S_{2} \cup \ldots \cup S_{m}$. Let $S_{N D}$ be the set of non-dominated solutions in $S$. The ratio of non-dominated solutions is calculated for each solution set $S_{i}$ as $\left|S_{i} \cap S_{N D}\right| /\left|S_{i}\right|$ where $\left|S_{i}\right|$ denotes the cardinality of $S_{i}$ (i.e., the number of solutions in $S_{i}$ ).

## 4 Conditions of Computational Experiments

Our computational experiments on the knapsack problems are performed using the NSGA-II algorithm under the following parameter specifications:

Crossover probability (one-point crossover): 0.8,
Mutation probability (bit-flip mutation): 1/500 (per bit),

Population size: 200 (2-500 problem), 250 (3-500 problem), 300 (4-500 problem), Stopping condition: 500 generations.

The average value of each performance measure is calculated over 50 runs from different initial populations for each knapsack problem.

On the other hand, we use the following parameter specifications for the scheduling problems:
Crossover probability (two-point order crossover): 0.8,
Mutation probability (shift mutation): 0.5 (per string),
Population size: 200,
Stopping condition: 500 generations.
The average value of each performance measure is calculated over 20 runs with different initial populations for each scheduling problem.

It should be noted that the above-mentioned parameter values are basic settings in our computational experiments. Various specifications of the crossover and mutation probabilities are examined in the next section.

## 5 Effects of Crossover Operations

For examining the necessity of crossover operations in the NSGA-II algorithm, we apply it to each knapsack problem using the following specifications of the crossover and mutation probabilities:
Crossover probability ( $P_{\mathrm{C}}$ ) : $0.0,0.1,0.2,0.3,0.4,0.5,0.6,0.7,0.8,0.9,1.0$,
Mutation probability $\left(P_{\mathrm{M}}\right): 0.0001,0.0002,0.0005,0.001,0.002, \ldots, 0.1$ (per bit).
In the application of the NSGA-II algorithm to each scheduling problem, the following parameter specifications are examined:

Crossover probability ( $P_{\mathrm{C}}$ ) : 0.0, 0.1, $0.2,0.3,0.4,0.5,0.6,0.7,0.8,0.9,1.0$,
Mutation probability $\left(P_{\mathrm{M}}\right): 0.1,0.2,0.3,0.4,0.5,0.6,0.7,0.8,0.9,1.0$ (per string).
Experimental results on the 3-500 knapsack problem are shown in Fig. 3. In these experimental results, we can not observe the necessity of the crossover operation. That is, good results are obtained even in the case of no crossover (i.e., $P_{\mathrm{C}}=0$ ). The performance of the NSGA-II algorithm in Fig. 3 is sensitive to the mutation probability ( $P_{\mathrm{M}}$ ) and insensitive to the crossover probability ( $P_{\mathrm{C}}$ ).

While the crossover operation seems to be unnecessary in Fig. 3, its necessity is clearly shown by the average ratio of non-dominated solutions in Fig. 4 (a) where the $10 \times 11$ combinations of the crossover and mutation probabilities are compared. That is, $10 \times 11$ solution sets obtained from these combinations are compared to calculate the ratio of non-dominated solutions. From Fig. 4 (a), we can see that all solutions obtained from the NSGA-II with no crossover (i.e., $P_{\mathrm{C}}=0$ ) are dominated by other solutions obtained from that with crossover (i.e., $P_{\mathrm{C}}>0$ ). The same observation is obtained from computational experiments on the 3-20-80 scheduling problem in Fig.

4 (b). The performance of the NSGA-II algorithm for the 3-20-80 scheduling problem is not sensitive to the crossover probability as shown in Fig. 5. Similar results are obtained for all the five test problems in this paper.


Fig. 3. Experimental results on the 3 -500 knapsack problem.


Fig. 4. Average ratio of non-dominated solutions.


Fig. 5. Experimental results on the 3-20-80 scheduling problem.

From careful observations of Fig. 3 and Fig. 5, we can see that the use of crossover operations improved the convergence of solutions to the Pareto front and degraded the diversity of solutions. Such effects of crossover operations are visually demonstrated in Fig. 6 for the 2-500 knapsack problem. Fig. 6 shows non-dominated solutions at each generation of a single run of the NSGA-II algorithm with crossover (Fig. 6 (a)) and without crossover (Fig. 6 (b)). The mutation rate was specified as $1 / 500$ (i.e., its basic setting) in Fig. 6.


Fig. 6. Non-dominated solutions at each generation for the 2-500 knapsack problem.

## 6 Effects of Recombination of Similar Parents

We examine the effect of recombining similar parents using the mating scheme in Fig. 1. When a pair of parents is to be chosen, one parent (say Parent A) is selected by the standard fitness-based binary tournament selection in the same manner as the NSGAII algorithm. That is, the value of $\alpha$ in Fig. 1 is fixed as $\alpha=1$ in order to focus on the effect of recombining similar parents. Next we iterate the standard fitness-based binary tournament selection $\beta$ times to find $\beta$ candidates for the selection of the other parent (say Parent B). The most similar candidate to Parent A is chosen as Parent B (i.e., the mate of Parent A). For comparison, we also examine the choice of the most dissimilar parent to Parent A. This mating scheme is exactly the same as the standard fitness-based binary tournament selection in the NSGA-II algorithm when the values of $\alpha$ and $\beta$ are specified as $\alpha=1$ and $\beta=1$. A large value of $\beta$ means a strong bias toward the choice of similar (or dissimilar) parents.

We apply the NSGA-II algorithm with the mating scheme in Fig. 1 to each test problem using various values of $\beta$. Experimental results on the 3-500 knapsack problem are summarized in Fig. 7. We can see from Fig. 7 that the performance of the NSGA-II algorithm is improved by recombining similar parents. We can also see that similar results are obtained independent of the choice between the objective space and the decision space where the similarity of solutions is measured. The average distance between recombined parents is shown in Fig. 8. The improvement in the performance of the NSGA-II algorithm is also observed in computational experiments on the 3-2080 scheduling problem in Fig. 9 where we show average results over 50 runs (Fig. 4 (b) and Fig. 5 were average results over 20 runs on the 3-20-80 scheduling problem).


Fig. 7. Effects of recombining similar parents for the 3-500 knapsack problem.


Fig. 8. Average distance between recombined parents for the 3-500 knapsack problem.


Fig. 9. Effects of recombining similar parents for the 3-20-80 scheduling problem.

We visually show the effect of choosing similar parents on the performance of the NSGA-II algorithm for the 2-500 knapsack problem in Fig. 10 (a) where $\beta$ was specified as $\beta=5$. From the comparison between Fig. 10 (a) and Fig. 6 (a) by the original NSGA-II algorithm, we can see that the recombination of similar parents improved the performance of the NSGA-II algorithm (especially with respect to the diversity of solutions). Such improvement was observed in Fig. 7 and Fig. 9. The effect of our similarity-based mating scheme in Fig. 1 becomes much clearer if we choose extreme and similar parents using the two parameters $\alpha$ and $\beta$. We visually show the effect of choosing extreme and similar parents in Fig. 10 (b) where the values of the two parameters $\alpha$ and $\beta$ were specified as $\alpha=5$ and $\beta=5$. We can clearly see that the diversity of solutions was improved in Fig. 10 (b) from Fig. 6 (a).


Fig. 10. Effects of our meting scheme on the performance of the NSGA-II algorithm.

## 7 Effects of High Selection Pressure

We examine the performance of the NSGA-II algorithm on each test problem using various specifications of the tournament size. Experimental results on the 3-500 knapsack problem are shown in Fig. 11. Each closed circle in Fig. 11 shows the average result over 50 runs for each specification of the tournament size. The standard deviation is also shown in Fig. 11 as the radius of each interval (i.e., the distance between the closed circle and each edge of the interval). It should be noted in Fig. 11 that the tournament size 1 means the random selection from the current population. Even in this case, the NSGA-II algorithm still has a somewhat strong selection pressure since the best individuals are chosen from the parent population and the offspring population in the generation update phase. We can see from Fig. 11 that the increase in the tournament size improves the diversity of solutions (i.e., the spread and hypervolume measures) and degrades the convergence of solutions to the Pareto front (i.e., the generational distance and the $\mathrm{D} 1_{\mathrm{R}}$ measure). This observation may be counterintuitive for some readers because the strong selection pressure does not lead to the improvement of the convergence but the improvement of the diversity in Fig. 11. During the computational experiments in Fig. 11, we also measure the distance between recombined parents. The average distance between recombined parents is shown in Fig. 12. From this figure, we can see that the increase in the tournament size leads to the recombination of dissimilar parents. Similar results are also obtained for the $3-20-80$ scheduling problem in Fig. 13 and Fig. 14. Average results over 50 runs are shown in these figures.

In Fig. 15, we visually show the effect of increasing the tournament size on the performance of the NSGA-II algorithm for the 2-500 knapsack problem. From the comparison of Fig. 15 with Fig. 6 (a) by the binary tournament selection, we can see that the increase in the tournament size (i.e., the use of a higher selection pressure) improved the diversity of solutions while it degraded the convergence of solutions to the Pareto front. Such observations were also obtained from Fig. 11 and Fig. 14.


Fig. 11. Effects of the tournament size for the 3-500 knapsack problem.


Fig. 12. Average distance between recombined parents for the 3-500 knapsack problem.


Fig. 13. Average distance between recombined parents for the $3-20-80$ scheduling problem.


Fig. 14. Effects of the tournament size for the 3-20-80 scheduling problem.


Fig. 15. Effects of the tournament size on the performance of the NSGA-II algorithm.

## 8 Concluding Remarks

Through computational experiments on multiobjective $0 / 1$ knapsack problems and multiobjective flowshop scheduling problems, we examined the effect of crossover operations on the performance of the NSGA-II algorithm. First we showed that crossover operations played an important role while mutation operations seemed to have a larger effect on the performance of the NSGA-II algorithm. Next we empirically demonstrated that the recombination of similar parents improved the
performance of the NSGA-II algorithm. Then we examined the relation between the size of the tournament selection and the similarity of recombined parents. Experimental results showed that the use of a higher selection pressure (i.e., the increase in the tournament size) decreased the similarity of recombined solutions, improved the diversity of solutions, and degraded the convergence of solutions to the Pareto front. These effects of a higher selection pressure should be further examined since they are somewhat counterintuitive. That is, one may think that the use of a higher selection pressure may lead to the improvement in the convergence of solutions to the Pareto front and the deterioration in the diversity of solutions.
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