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#### Abstract

The inverted generational distance (IGD) has been frequently used as a performance indicator for many-objective problems where the use of the hypervolume is difficult. However, since IGD is not Pareto compliant, it is possible that misleading Pareto incompliant results are obtained. Recently, a simple modification of IGD was proposed by taking into account the Pareto dominance relation between a solution and a reference point when their distance is calculated. It was also shown that the modified indicator called $\mathrm{IGD}^{+}$is weakly Pareto compliant. However, actual effects of the modification on performance comparison have not been examined. Moreover, $\mathrm{IGD}^{+}$has not been compared with other distance-based weakly Pareto compliant indicators such as the additive epsilon indicator and the D1 indicator (i.e., IGD with the weighted achievement scalarizing function). In this paper, we examine the effect of the modification by comparing $\mathrm{IGD}^{+}$with IGD for multiobjective and many-objective problems. In computational experiments, we generate a large number of ordered pairs of nondominated solution sets where one is better than the other. Two solution sets in each pair are compared by the above-mentioned performance indicators. We examine whether each indicator can correctly say which solution set is better between them.
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## 1. INTRODUCTION

Many-objective optimization has been a hot topic in the field of evolutionary multiobjective optimization (EMO). Since the wellknown Pareto dominance-based EMO algorithms such as SPEA [30], SPEA2 [28] and NSGA-II [7] do not always work well on many-objective optimization problems, a number of new EMO algorithms and modifications of existing ones have been proposed in the literature [13], [22]. Difficulties in evolutionary many-

[^0]objective optimization are related to various aspects such as the search for Pareto optimal solutions, the approximation of the Pareto front by a limited number of solutions, the presentation of obtained solutions to the decision maker, the choice of a single final solution, and the monitoring of the search behavior of EMO algorithms. It is also difficult to evaluate an obtained set of nondominated solutions of a many-objective optimization problem.

In the EMO community, the hypervolume [29] has been used to evaluate a set of obtained non-dominated solutions. This is mainly because no other Pareto compliant unary indicator is known [27], [31]. The hypervolume has also been used to evaluate the fitness of each solution in indicator-based EMO algorithms such as SMSEMOA [2] and HypE [1]. High performance of those algorithms has been reported for many-objective problems [1], [23]. However, it is not easy to use the hypervolume when the number of objectives is large (e.g., more than 10 ) and the number of nondominated solutions is large (e.g., more than 1000). This is because a long computation time is still needed to calculate the hypervolume of a large number of non-dominated solutions in a high-dimensional objective space whereas some fast algorithms have been proposed for efficient calculation [4], [24], [18].
Recently the inverted generational distance (IGD) has often been used to evaluate solution sets of many-objective problems [17], [25]. To the best of our knowledge, the term "inverted generational distance (IGD)" was first used in 2004 [5], [20]. Similar ideas have been used in the literature since 1998 [6], [9] where the weighted achievement scalarizing function was used for distance calculation from each reference point to the nearest solution. This type of IGD was referred to as D1 in [9] and denoted as $\mathrm{D} 1_{\mathrm{R}}$ in [9], [16]. However, the Euclidian distance has been usually used in IGD for performance evaluations in the literature since 2003 [3], [14]. One advantage of IGD as a performance indicator over the hypervolume is its computational efficiency. Since IGD is based on the distance calculation between two points in the objective space, its calculation is usually very efficient even in the case of many-objective optimization.
One well-known flaw of the Euclidian distance-based IGD in comparison with the hypervolume is the lack of the Pareto compliant property [27], [31]. This flaw is illustrated in Fig. 1 where two solution sets $A=\left\{\boldsymbol{a}_{1}, \boldsymbol{a}_{2}, \boldsymbol{a}_{3}\right\}, B=\left\{\boldsymbol{b}_{1}, \boldsymbol{b}_{2}, \boldsymbol{b}_{3}\right\}$ and a reference point set $Z=\left\{\boldsymbol{z}_{1}, \boldsymbol{z}_{2}, \boldsymbol{z}_{3}\right\}$ are given in a two-dimensional objective space. Since every solution in $B$ is dominated by at least one solution in $A$, we can say that $A$ is a better solution set than $B$ from the viewpoint of Pareto dominance. However, the dominated solution set $B$ is evaluated as being better than $A$ if we use the Euclidian distance-based IGD in Fig. 1 for comparing $A$ and $B$.

Another difficulty of IGD is its dependency on the specification of a reference point set. In Fig. 2, we show another example with
two solution sets $A, B$ and a reference point set $Z$. The solution set $A$ is evaluated as being better in Fig. 2 by the Euclidian distancebased IGD. In Fig. 3, four reference points $z_{4}, z_{5}, z_{6}$ and $\boldsymbol{z}_{7}$ are added to $Z$ in the example in Fig. 2. After this modification of $Z$, the solution set $B$ is evaluated as being better by IGD in Fig. 3 while $A$ is evaluated as being better in Fig. 2.


Figure 1. Pareto incompliant example where two solution sets $A=\left\{a_{1}, a_{2}, a_{3}\right\}$ and $B=\left\{b_{1}, b_{2}, b_{3}\right\}$ are evaluated by IGD using a reference point set $Z=\left\{z_{1}, z_{2}, z_{3}\right\}$.


Figure 2. Another example with two solution sets $A=\left\{a_{1}, a_{2}\right.$, $\left.a_{3}\right\}, B=\left\{b_{1}, b_{2}, b_{3}\right\}$, and a reference point set $Z=\left\{z_{1}, z_{2}, z_{3}\right\}$.


Figure 3. Addition of four reference points to $Z$ in Fig. 2.
To remedy these difficulties of IGD, a simple modification of the distance calculation has been proposed in [11]. The proposed idea, which is explained in Fig. 4 for the solution set $A=\left\{\boldsymbol{a}_{1}, \boldsymbol{a}_{2}, \boldsymbol{a}_{3}\right\}$, is to calculate the distance from each reference point $z_{i}$ to the dominated region by the solution set instead of the distance to the nearest solution. The modified indicator, which is called $\mathrm{IGD}^{+}$, is the average length of the three dotted lines in Fig. 4. It should be noted that the two solution sets $A, B$ and the reference point set $Z$ in Fig. 4 are the same as those in Fig. 1. As we explained in Fig. 1, the dominated solution set $B$ was evaluated as being better than $A$ by IGD. Such a Pareto incompliant result is not obtained by IGD ${ }^{+}$ in Fig. 4 where the solution set $A$ is evaluated as being better than
$B$. If we use $\mathrm{IGD}^{+}$in Fig. 2 and Fig. 3, the solution set $A$ is evaluated as being better than $B$. It should be noted that $B$ is evaluated as being better than $A$ in Fig. 3 by IGD. It was also shown that $\mathrm{IGD}^{+}$is weakly Pareto compliant in [12].


Figure 4. Illustration of the basic idea of IGD ${ }^{+}$.
Whereas the effect of using IGD ${ }^{+}$instead of IGD is clear in Figs. $1-4$, its practical usefulness is still unclear. This is because these examples were intentionally created for illustration purposes. For example, the diversities of the two solution sets $A$ and $B$ are unusually different in each figure. The solution set $A$ has a similar diversity to the reference point set $Z$ in Fig. 2 whereas $B$ is similar to $Z$ in the other figures. All examples in [11], [12] are somewhat similar to these examples in Figs. 1-4 intentionally generated for illustrating the flaws of IGD. Similar situations to Figs. 1-4 are not likely to happen frequently in performance comparison of non-dominated solution sets obtained by EMO algorithms.
The aim of this paper is to examine the effect of using $\mathrm{IGD}^{+}$ instead of IGD for performance comparison of EMO algorithms on many-objective test problems. We also compare $\mathrm{IGD}^{+}$with other weakly Pareto compliant unary indictors such as the additive epsilon [31] and D1 [9].
This paper is organized as follows. In Section 2, we explain IGD, $\mathrm{IGD}^{+}$, the additive epsilon and D1. The concept of the Pareto compliance [27] is also explained in Section 2. In Section 3, we report experimental results where pairs of non-dominated solution sets are searched from multiobjective knapsack problems and DTLZ2 with 2-10 objectives. In each pair of solution sets, one set is better than the other in the sense of Pareto dominance (more specifically, with respect to the relation "better" in [31]). Using those pairs of solution sets, the discrimination ability of each indicator is examined. Experimental results demonstrate the effect of using IGD ${ }^{+}$instead of IGD. High discrimination ability of D1 is also demonstrated. Finally this paper is concluded in Section 4.

## 2. MULTIOBJECTIVE OPTIMIZATION

In this section, we briefly explain a multiobjective optimization problem, Pareto dominance relation between solutions, Pareto dominance relation between solution sets, performance indicators, and the concept of Pareto compliance.

### 2.1 Multiobjective Optimization Problems

Let us consider the following $m$-objective maximization problem:
Maximize $\boldsymbol{f}(\boldsymbol{x})=\left(f_{1}(\boldsymbol{x}), f_{2}(\boldsymbol{x}), \ldots, f_{m}(\boldsymbol{x})\right)$,
subject to $\boldsymbol{x} \in \boldsymbol{X}$,
where $\boldsymbol{f}(\boldsymbol{x})$ is an $m$-dimensional objective vector, $f_{i}(\boldsymbol{x})$ is its $i$-th objective to be maximized $(i=1,2, \ldots, m), \boldsymbol{x}$ is the decision vector, and $\boldsymbol{X}$ is the feasible region in the decision space.

### 2.2 Pareto Dominance between Solutions

Let $\boldsymbol{x}$ and $\boldsymbol{y}$ be two feasible solutions of the maximization problem in (1)-(2). When the following relations hold, we say that $\boldsymbol{x}$ is dominated by $\boldsymbol{y}$ :

$$
\begin{equation*}
\forall i, f_{i}(\boldsymbol{x}) \leq f_{i}(\boldsymbol{y}) \text { and } \exists j, f_{j}(\boldsymbol{x})<f_{j}(\boldsymbol{y}) . \tag{3}
\end{equation*}
$$

This Pareto dominance relation is denoted as $\boldsymbol{x} \prec \boldsymbol{y}$ :

$$
\begin{equation*}
\forall i, f_{i}(\boldsymbol{x}) \leq f_{i}(\boldsymbol{y}) \text { and } \exists j, f_{j}(\boldsymbol{x})<f_{j}(\boldsymbol{y}) \quad \Leftrightarrow \quad \boldsymbol{x} \prec \boldsymbol{y} . \tag{4}
\end{equation*}
$$

When the following relation holds, we say that $\boldsymbol{x}$ is weakly dominated by $\boldsymbol{y}$ :

$$
\begin{equation*}
\forall i, f_{i}(\boldsymbol{x}) \leq f_{i}(\boldsymbol{y}) \tag{5}
\end{equation*}
$$

This weak Pareto dominance relation is denoted as $\boldsymbol{x} \preceq \boldsymbol{y}$ :

$$
\begin{equation*}
\forall i, f_{i}(\boldsymbol{x}) \leq f_{i}(\boldsymbol{y}) \quad \Leftrightarrow \quad \boldsymbol{x} \preceq \boldsymbol{y} . \tag{6}
\end{equation*}
$$

If a feasible solution $\boldsymbol{x}$ is not dominated by any other feasible solutions of the multiobjective problem in (1)-(2), $\boldsymbol{x}$ is called a Pareto optimal solution. Its projection $\boldsymbol{f}(\boldsymbol{x})$ in the objective space is also often referred to as a Pareto optimal solution. The set of all Pareto optimal solutions is the Pareto optimal solution set. The projection of all Pareto optimal solutions (i.e., the Pareto optimal solution set) to the objective space is called the Pareto front.
If a feasible solution $\boldsymbol{x}$ is not dominated by any other feasible solutions in a solution set $A, \boldsymbol{x}$ is called a non-dominated solution in the solution set $A$. If all solutions in $A$ are non-dominated solutions in $A, A$ is called a non-dominated solution set.

### 2.3 Pareto Dominance between Solution Sets

Let us denote two non-dominated solution sets by $A=\left\{\boldsymbol{x}_{1}, \boldsymbol{x}_{2}, \ldots\right.$, $\left.\boldsymbol{x}_{|A|}\right\}$ and $B=\left\{\boldsymbol{y}_{1}, \boldsymbol{y}_{2}, \ldots, \boldsymbol{y}_{|B|}\right\}$ where $|A|$ and $|B|$ are the number of solutions in $A$ and $B$, respectively. These two non-dominated solution sets are also denoted using the corresponding solutions in the objective space as $A=\left\{\boldsymbol{a}_{1}, \boldsymbol{a}_{2}, \ldots, \boldsymbol{a}_{|A|}\right\}$ and $B=\left\{\boldsymbol{b}_{1}, \boldsymbol{b}_{2}, \ldots, \boldsymbol{b}_{|B|}\right\}$ where $\boldsymbol{a}_{i}=\boldsymbol{f}\left(\boldsymbol{x}_{i}\right), i=1,2, \ldots,|A|$ and $\boldsymbol{b}_{j}=\boldsymbol{f}\left(\boldsymbol{y}_{j}\right), j=1,2, \ldots,|B|$.
In Hansen \& Jaszkiewicz [9] and Zitzler et al. [31], relations between solution sets were discussed for solution set comparison. In this paper, we use the Pareto dominance relation, the weak Pareto dominance relation, and the relation "better" between two solution sets.

The Pareto dominance relation $A \prec B$, which means that the nondominated solution set $A=\left\{\boldsymbol{x}_{1}, \boldsymbol{x}_{2}, \ldots, \boldsymbol{x}_{|A|}\right\}$ is dominated by $B=$ $\left\{\boldsymbol{y}_{1}, \boldsymbol{y}_{2}, \ldots, \boldsymbol{y}_{|B|}\right\}$, was defined as follows [31]:
$\forall \boldsymbol{x}_{i} \in A, \exists \boldsymbol{y}_{j} \in B: \boldsymbol{x}_{i} \prec \boldsymbol{y}_{j} \quad \Leftrightarrow \quad A \prec B$.
The weak Pareto dominance relation $A \preceq B$, which means that $A$ is weakly dominated by $B$, was defined as follows [31]:
$\forall \boldsymbol{x}_{i} \in A, \exists \boldsymbol{y}_{j} \in B: \boldsymbol{x}_{i} \preceq \boldsymbol{y}_{j} \quad \Leftrightarrow \quad A \preceq B$.
This weak Pareto dominance relation holds even when the two solution sets are the same (i.e., $A=B$ ). In order to represent the case where the weak Pareto dominance relation holds for different non-dominated solution sets $A$ and $B$ (i.e., the case where $B$ is better than $A$ ), the relation "better" was proposed as follows [31]:
$A \preceq B$ and $A \neq B \Leftrightarrow A \triangleleft B$.
From these definitions, the following relation holds:
$A \prec B \quad \Rightarrow \quad A \triangleleft B \quad \Rightarrow \quad A \preceq B$.
The left-hand side of (9) can be rewritten as

$$
\begin{equation*}
\forall \boldsymbol{x}_{i} \in A, \exists \boldsymbol{y}_{j} \in B: \boldsymbol{x}_{i} \preceq \boldsymbol{y}_{j} \text { and } \exists \boldsymbol{x}_{i} \in A, \exists \boldsymbol{y}_{j} \in B: \boldsymbol{x}_{i} \prec \boldsymbol{y}_{j} \tag{11}
\end{equation*}
$$

That is, at least one solution $\boldsymbol{y}_{j}$ in the solution set $B$ is needed to be better than a solution $\boldsymbol{x}_{i}$ in $A$ in order that $B$ is better than $A$.

### 2.4 Performance Indicators

Since the Euclidean distance in the objective space has been used in the generational distance (GD) and the inverted generational distance (IGD) in recent studies on evolutionary many-objective optimization [17], [25], we use the Euclidean distance whereas GD was originally proposed in a more general form [21]. For further discussions on GD and IGD, see Schuetze et al. [19].
Each of GD and IGD evaluates the distance between a solution set and the Pareto front in a different manner. We assume that a nondominated reference point set $Z=\left\{z_{1}, z_{2}, \ldots, z_{\mid z\}}\right\}$ is given in the objective space as an approximation of the Pareto front. The GD of a non-dominated solution set $A=\left\{\boldsymbol{a}_{1}, \boldsymbol{a}_{2}, \ldots, \boldsymbol{a}_{A \mid}\right\}$ is the average distance from each solution to the nearest reference point:

$$
\begin{equation*}
G D(A)=\frac{1}{|A|} \sum_{i=1}^{|A|} \min _{z_{j} \in Z} d\left(\boldsymbol{a}_{i}, \boldsymbol{z}_{j}\right), \tag{12}
\end{equation*}
$$

where $d\left(\boldsymbol{a}_{i}, \boldsymbol{z}_{j}\right)$ is the Euclidean distance between $\boldsymbol{a}_{i}$ and $z_{j}$.
The IGD of $A=\left\{\boldsymbol{x}_{1}, \boldsymbol{x}_{2}, \ldots, \boldsymbol{x}_{|A|}\right\}$ is the average distance from each reference point to the nearest solution:

$$
\begin{equation*}
\operatorname{IGD}(A)=\frac{1}{|Z|} \sum_{j=1}^{|Z|} \min _{\boldsymbol{a}_{i} \in A} d\left(\boldsymbol{a}_{i}, \boldsymbol{z}_{j}\right) . \tag{13}
\end{equation*}
$$

In Fig. 5 (a), we show the contour lines of the Euclidean distance from the reference point $z$ in the objective space for the case of a two-objective maximization problem. In Fig. 5 (a), a solution $\boldsymbol{a}$ is dominated by a solution $\boldsymbol{b}$. However, if the Euclidean distance is used, the solution $\boldsymbol{a}$ has a shorter distance to the reference point $\boldsymbol{z}$ than the solution $\boldsymbol{b}$. In this case, a singleton solution set $A=\{\boldsymbol{a}\}$ is evaluated as being better than another singleton solution set $B=$ $\{\boldsymbol{b}\}$ by GD and IGD with a singleton reference point set $Z=\{\boldsymbol{z}\}$.
In $\mathrm{IGD}^{+}$, the distance between a reference point $\boldsymbol{z}=\left(z_{1}, z_{2}, \ldots, z_{m}\right)$ and a solution $\boldsymbol{a}=\left(a_{1}, a_{2}, \ldots, a_{m}\right)$ is calculated in the objective space for our $m$-objective maximization problem as follows:

$$
\begin{equation*}
d_{I G D^{+}}(\boldsymbol{a}, \boldsymbol{z})=\sqrt{\sum_{k=1}^{m}\left(\max \left\{z_{k}-a_{k}, 0\right\}\right)^{2}} . \tag{14}
\end{equation*}
$$

If the solution $\boldsymbol{a}$ is dominated by the reference point $\boldsymbol{z}, d_{I G D^{+}}(\boldsymbol{a}, \boldsymbol{z})$ is the same as the Euclidean distance $d(\boldsymbol{a}, \boldsymbol{z})$ since $a_{k} \leq z_{k}$ holds for all $k$ 's in (14). When $\boldsymbol{a}$ and $\boldsymbol{z}$ are non-dominated with each other, only those objectives with $a_{k} \leq z_{k}$ are used in the distance calculation in (14). That is, if the solution $\boldsymbol{a}$ is better than the reference point $z$ with respect to some objectives, those objectives are not used in the distance calculation in (14). The contour lines of the distance from $z$ measured by (14) are shown in Fig. 5 (b). In the dominated region by $\boldsymbol{z}$ (i.e., in the lower-left region of $\boldsymbol{z}$ ), the contour lines of $d_{I G D^{+}}(\boldsymbol{a}, z)$ in Fig. 5 (b) are the same as those of the Euclidean distance in Fig. 5 (a). However, the contour lines of $d_{I G D^{+}}(\boldsymbol{a}, \boldsymbol{z})$ in Fig. 5 (b) are parallel to an axis of the objective space in the non-dominated region with respect to $z$. As a result, the singleton solution set $B=\{\boldsymbol{b}\}$ is correctly evaluated as being better than $A=\{\boldsymbol{a}\}$ by $\mathrm{IGD}^{+}$with $Z=\{z\}$ in Fig. 5 (b).

In the D1 indicator [9], the weighted achievement scalarizing function was used to measure the distance from the reference point $\boldsymbol{z}=\left(z_{1}, z_{2}, \ldots, z_{m}\right)$ to the solution $\boldsymbol{a}=\left(a_{1}, a_{2}, \ldots, a_{m}\right)$ as
$d_{D 1_{R}}(\boldsymbol{a}, \boldsymbol{z})=\max _{k}\left\{\lambda_{k}\left(z_{k}-a_{k}\right)\right\}$,
where $\lambda_{k}$ is a weight for the $k$ th objective defined as $\lambda_{k}=1 / R_{k}$ with $R_{k}$ being a range of the $k$ th objective in the reference point set $Z$ [9]. The difference among IGD, IGD ${ }^{+}$and D1 is only in their distance calculation. The D1 indicator can be written in the same manner as IGD and $\mathrm{IGD}^{+}$as follows:
$D 1_{R}(A)=\frac{1}{|Z|} \sum_{j=1}^{|Z|} \min _{\boldsymbol{a}_{i} \in A} d_{D 1_{R}}\left(\boldsymbol{a}_{i}, \boldsymbol{z}_{j}\right)$.
The contour lines of the distance in the D1 indicator are shown in Fig. 5 (c) for $\left(\lambda_{1}, \lambda_{2}\right)=(1,1)$. In Fig. 5 (c), $B=\{\boldsymbol{b}\}$ is correctly evaluated as being better than $A=\{\boldsymbol{a}\}$ by D1 with $Z=\{\boldsymbol{z}\}$.
Whereas all IGD, $\mathrm{IGD}^{+}$and D 1 evaluate a solution set $A$ using the average distance from each reference point to its nearest solution over all reference points, the additive epsilon indicator $I_{\varepsilon^{+}}$uses the maximum distance in the following manner [31]:
$I_{\varepsilon+}(A, Z)=\inf _{\varepsilon}\left\{\forall \boldsymbol{z}_{j} \in Z, \exists \boldsymbol{a}_{i} \in A: \boldsymbol{a}_{i}+\boldsymbol{\varepsilon} \succeq \boldsymbol{z}_{j}\right\}$,
where $\boldsymbol{\varepsilon}$ is an $m$-dimensional vector of $\varepsilon: \varepsilon=(\varepsilon, \varepsilon, . ., \varepsilon)$.
For the case of $Z=\left\{z_{1}, z_{2}\right\}$, the contour lines of $I_{\varepsilon^{+}}\left(\{\boldsymbol{a}\},\left\{\boldsymbol{z}_{1}, \boldsymbol{z}_{2}\right\}\right)$ are written in Fig. 5 (d) as bold red lines. Thin lines and dotted lines can be viewed as distances from $z_{1}$ and $z_{2}$ measured by the weighted achievement scalarizing function with $\left(\lambda_{1}, \lambda_{2}\right)=(1,1)$, respectively. The red bold lines in Fig. 5 (d) correspond to the larger distance from $z_{1}$ and $z_{2}$. It should be noted that the additive epsilon was originally proposed as a binary performance indicator to compare two solution sets $A$ and $B$ as $I_{\varepsilon+}(A, B)$ [31].


Figure 5. Contour lines of the distance from the reference point $z\left(z_{1}\right.$ and $z_{2}$ in (d)) in each indicator.

### 2.5 Pareto Compliance

In [9], [27], [31], comparison of solution sets has been discussed in detail. Let us assume that we have two non-dominated solution sets $A$ and $B$. A unary performance indicator $I($.$) is called "Pareto$ compliant" when the following relation holds for arbitrary pairs of non-dominated solution sets $A$ and $B$ [27]:

If $A \triangleleft B$ then $I(A)>I(B)$,
where we assume that smaller values of $I($. $)$ means better solution sets as in the case of all the performance indicators explained in the previous subsection. Whenever a non-dominated solution set $B$ is better than another non-dominated solution set $A$ in the sense of the better relation " $\triangleleft$ " in Section 2, a Pareto compliant indicator always correctly says that $B$ is better than $A$. For the best of our knowledge, only the hypervolume is known as a Pareto compliant unary indicator [27].
As shown in Fig. 5 (a), GD and IGD are not Pareto compliant. They cannot always correctly say which is better between an arbitrary pair of two non-dominated solution sets $A$ and $B$ with $A \triangleleft B$. For some pairs of $A$ and $B$ with $A \triangleleft B$, GD and IGD incorrectly say that $A$ is better than $B$. Such a Pareto incompliant evaluation result is not obtained from $\mathrm{IGD}^{+}$, D1 and $I_{\varepsilon^{+}}$. That is, the following relation holds for arbitrary pairs of non-dominated solution sets $A$ and $B$ when $\mathrm{IGD}^{+}, \mathrm{D} 1$ and $I_{\varepsilon^{+}}$are used as $I($.$) :$

If $A \triangleleft B$ then $I(A) \geq I(B)$.
For arbitrary pairs of non-dominated solution sets $A$ and $B$ with $A \triangleleft B, \mathrm{IGD}^{+}, \mathrm{D} 1_{\mathrm{R}}$ and $I_{\varepsilon^{+}}$never say that $A$ is better than $B$. However, for some pairs of $A$ and $B$ with $A \triangleleft B$, these indictors say that the two solution sets $A$ and $B$ have the same performance: $I(A)=I(B)$ whereas $A \triangleleft B$. That is, the two solution sets are evaluated as being equivalent while $A \triangleleft B$ holds. This issue will be further discussed in the next section.

In this paper, we use the additive epsilon $I_{\varepsilon^{+}}$as a unary indicator in order to compare it with other unary indicators such as $\mathrm{IGD}^{+}$ and D1. However, as we have already mentioned, $I_{\varepsilon^{+}}$was originally proposed as a binary indicator to compare two nondominated solution sets $A$ and $B$ in [31] where both $I_{\varepsilon+}(A, B)$ and $I_{\varepsilon+}(B, A)$ were used to compare $A$ and $B$. When the additive epsilon is used as a binary indicator, it is Pareto compliant [31].

## 3. COMPUTATIONAL EXPERIMENTS

In our computational experiments, we first search for a number of ordered pairs of non-dominated solution sets $(A, B)$ where $A \triangleleft B$ holds between $A$ and $B$. Then each performance indicator is applied to $A$ and $B$ to check whether it can correctly say that $B$ is better than $A$. As test problems, we use DTLZ2 with a continuous concave Pareto front and multiobjective knapsack problems with a convex Pareto front. These two test problems are used because it was reported in [15] that the shape of the Pareto front (i.e., concave or convex) had a dominant effect on the consistency among performance indicators.

### 3.1 Two-Objective DTLZ2

As many-objective test problems, the DTLZ test suite [8] has been used in the literature. We apply NSGA-II to a two-objective 11variable DTLZ2 problem 100 times under the following setting:
String: Real-number string of length 11 ,
Crossover: SBX with the probability 0.8 ,
Mutation: PM with the probability $1 / n$ where $n$ is the string length,

Population size: 100,
Termination condition: 500 generations.
From a single run of NSGA-II, a series of 500 non-dominated solution sets $\left\{S_{1}, S_{2}, \ldots, S_{500}\right\}$ is obtained where $S_{t}$ is a set of nondominated solutions in the $t$ th population. From the series of these 500 solution sets, we extract an ordered series of solution sets with respect to the relation better $\triangleleft$ in the following manner.

Let the first solution set $S_{1}$ be the current solution set. The current solution set $S_{1}$ is compared with the next solution set $S_{2}$ to examine whether $S_{1} \triangleleft S_{2}$ holds. If $S_{1} \triangleleft S_{2}$ holds, the current solution set $S_{1}$ is replaced with $S_{2}$, and the new current solution set $S_{2}$ is compared with the next solution set $S_{3}$ to examine whether $S_{2} \triangleleft S_{3}$ holds. If $S_{1} \triangleleft S_{2}$ does not hold, $S_{2}$ is removed from the series of the solution sets, and the current solution set $S_{1}$ is compared with the next solution set $S_{3}$. The comparison of the current solution set $S_{i}$ with the next solution set $S_{j}$ is iterated until the last solution set $S_{500}$ is examined. If $S_{i} \triangleleft S_{j}$ holds, the current solution set $S_{i}$ is replaced with $S_{j}$, and $S_{j}$ is compared with the next solution set $S_{j+1}$. If $S_{i} \triangleleft S_{j}$ does not hold, $S_{j}$ is removed, and $S_{i}$ is compared with $S_{j+1}$. In this manner, we extract a series of ordered non-dominated solution sets.

Let $N$ be the number of obtained ordered non-dominated solution sets. Those solution sets are renumbered as $S_{1}, S_{2}, \ldots, S_{N}$ where $S_{1} \triangleleft S_{2} \triangleleft \ldots \triangleleft S_{N}$ holds. From this series, we extract ( $N-1$ ) pairs of solution sets $\left(S_{t}, S_{t+1}\right)$ with $S_{t} \triangleleft S_{t+1}$ where $t=1,2, \ldots, N-1$.

This procedure is applied to each of 100 runs of NSGA-II on the two-objective DTLZ2 problem. Then we have 2193 pairs of ordered non-dominated solution sets $\left(A_{i}, B_{i}\right)$ with $A_{i} \triangleleft B_{i}, i=1$, $2, \ldots, 2193$. Two solution sets $A_{i}$ and $B_{i}$ in each of the obtained 2193 pairs are compared using each performance indicator. The reference point set $Z$ in each indicator is generated by uniformly sampling 200 points along the known true Pareto front.

Experimental results are summarized in Table 1. Table 1 shows the percentage of correctly evaluated pairs $\left(I\left(A_{i}\right)>I\left(B_{i}\right)\right)$, pairs incorrectly evaluated as being equivalent $\left(I\left(A_{i}\right)=I\left(B_{i}\right)\right)$, and pairs with totally inconsistent evaluations $\left(I\left(A_{i}\right)<I\left(B_{i}\right)\right)$.
In Table 1 , about $2 \%$ of evaluation results by GD and IGD are Pareto incompliant: $A_{i}$ is evaluated as being better than $B_{i}$ whereas $B_{i}$ is better than $A_{i}$. Those pairs are correctly evaluated by IGD ${ }^{+}$. That is, the modification of the distance calculation in $\mathrm{IGD}^{+}$ improves the quality of IGD as a performance indicator. Good results are also obtained from D1 with the weighted achievement scalarizing function for the distance calculation. In Table 1, about $9 \%$ of pairs are incorrectly evaluated as being equivalent by $I_{\varepsilon+}$. This may be because $I_{\varepsilon^{+}}(A, Z)$ calculates the maximum distance between the two non-dominated solution sets $A$ and $Z$ whereas the other indicators calculate the average distance between them.

Table 1. Results on the $\mathbf{2 1 9 3}$ pairs of ordered non-dominated solution sets of the two-objective DTLZ2 problem.

| Indicator | Correct <br> $I\left(A_{i}\right)>I\left(B_{i}\right)$ | Equivalent <br> $I\left(A_{i}\right)=I\left(B_{i}\right)$ | Inconsistent <br> $I\left(A_{i}\right)<I\left(B_{i}\right)$ |
| :---: | :---: | :---: | :---: |
| GD | $98.04 \%$ | $0.00 \%$ | $1.96 \%$ |
| IGD | $97.95 \%$ | $0.00 \%$ | $2.05 \%$ |
| IGD $^{+}$ | $100.00 \%$ | $0.00 \%$ | $0.00 \%$ |
| D1 | $100.00 \%$ | $0.00 \%$ | $0.00 \%$ |
| Additive $\varepsilon$ | $91.24 \%$ | $8.97 \%$ | $0.00 \%$ |

### 3.2 Many-Objective DTLZ2

In the same manner as in the previous subsection, we apply NSGA-II to DTLZ2 with 4, 6, 8 and 10 objectives. After 100 runs on each test problem, we obtain the following number of pairs of ordered non-dominated solution sets for each test problem:

145 pairs for the four-objective DTLZ2 with 13 variables, 0 pairs for the six-objective DTLZ2 with 15 variables,
0 pairs for the eight-objective DTLZ2 with 17 variables, 0 pairs for the ten-objective DTLZ2 with 19 variables.

The number of obtained pairs of ordered non-dominated solution sets severely decreases from 2193 for the two-objective DTLZ2 problem by increasing the number of objectives. This is because (i) most solutions become non-dominated with each other by increasing the number of objectives and (ii) each population has a large diversity throughout the 500 generations from a random initial population to the last population at the 500th generation.

Since no pair of ordered non-dominated solution sets is obtained for many-objective DTLZ2 test problems with 6-10 objectives, we only report experimental results on the four-objective DTLZ2 problem here. The reference point set is generated by randomly sampling 1000 points on the entire Pareto front. Experimental results are summarized in Table 2 in the same manner as in Table 1. In Table 2, the same result is obtained by IGD, IGD ${ }^{+}$and D1.

Table 2. Results on the $\mathbf{1 4 5}$ pairs of ordered non-dominated solution sets of the four-objective DTLZ2 problem.

| Indicator | Correct <br> $I\left(A_{i}\right)>I\left(B_{i}\right)$ | Equivalent <br> $I\left(A_{i}\right)=I\left(B_{i}\right)$ | Inconsistent <br> $I\left(A_{i}\right)<I\left(B_{i}\right)$ |
| :---: | :---: | :---: | :---: |
| GD | $97.93 \%$ | $0.00 \%$ | $2.07 \%$ |
| IGD | $100.00 \%$ | $0.00 \%$ | $0.00 \%$ |
| IGD $^{+}$ | $100.00 \%$ | $0.00 \%$ | $0.00 \%$ |
| D1 | $100.00 \%$ | $0.00 \%$ | $0.00 \%$ |
| Additive $\varepsilon$ | $93.79 \%$ | $6.21 \%$ | $0.00 \%$ |

### 3.3 Two-Objective Knapsack Problem

Multiobjective knapsack problems have been frequently used as discrete test problems in the EMO community since Zitzler \& Thiele [30]. We use the two-objective 500 -item knapsack problem in [30] in our computational experiment. NSGA-II is applied to this test problem 100 times under the following setting:

String: Binary string of length 500 ,
Crossover: Uniform crossover with the probability 0.8 , Mutation: Bit-flip mutation with the probability $1 / 500$, Constraint handling: Greedy repair in [30],
Population size: 100,
Termination condition: 2000 generations.
From 100 runs of NSGA-II, we obtain 47993 pairs of ordered non-dominated solution sets $\left(A_{i}, B_{i}\right)$ with $A_{i} \triangleleft B_{i}$. As the reference points, we use all the known 1427 Pareto optimal solutions. Evaluation results of the 47993 pairs of ordered non-dominated solution sets are summarized in Table 3.

In Table 3, many inconsistent results ( $18.20 \%$ ) are obtained by GD. IGD also generate inconsistent results for $5.21 \%$ pairs of solution sets. Such an inconsistency is removed by the use of $\mathrm{IGD}^{+}$. This observation shows the effect of the modification of the distance calculation. However, about $17.6 \%$ pairs of $A_{i}$ and $B_{i}$ with $A_{i} \triangleleft B_{i}$ are evaluated as being equivalent by IGD and IGD ${ }^{+}$.

Table 3. Results on the $\mathbf{4 7 9 9 3}$ pairs of ordered non-dominated solution sets of the two-objective 500 -item knapsack problem.

| Indicator | Correct <br> $I\left(A_{i}\right)>I\left(B_{i}\right)$ | Equivalent <br> $I\left(A_{i}\right)=I\left(B_{i}\right)$ | Inconsistent <br> $I\left(A_{i}\right)<I\left(B_{i}\right)$ |
| :---: | :---: | :---: | :---: |
| GD | $81.80 \%$ | $0.00 \%$ | $18.20 \%$ |
| IGD | $77.22 \%$ | $17.58 \%$ | $5.21 \%$ |
| IGD $^{+}$ | $82.41 \%$ | $17.59 \%$ | $0.00 \%$ |
| D1 | $99.96 \%$ | $0.04 \%$ | $0.00 \%$ |
| Additive $\varepsilon$ | $14.83 \%$ | $85.17 \%$ | $0.00 \%$ |

One question in Table 3 is the difference in the number of pairs with $I\left(A_{i}\right)=I\left(B_{i}\right)$ between $\mathrm{IGD}^{+}$and D 1 . As we have already shown in Fig. 5, these two indicators have similar contour lines of the distance from a reference point (see Fig. 5 (b) and Fig. 5 (c)).

In Fig. 6, we show an example of two non-dominated solution sets $A_{i}$ and $B_{i}$ with $A_{i} \triangleleft B_{i}$, which are correctly evaluated by D1 as $D 1_{R}\left(A_{i}\right)>D 1_{R}\left(B_{i}\right)$ and incorrectly evaluated by $\operatorname{IGD}^{+}$as $I G D^{+}\left(A_{i}\right)$ $=I G D^{+}\left(B_{i}\right)$. The difference between these two solution sets is only two solutions highlighted by a red circle in Fig. 6 (a) and Fig. 6 (b). These two solutions are contributed to the calculation of $D 1_{R}\left(A_{i}\right)$ and $D 1_{R}\left(B_{i}\right)$. However, they are not contributed to $I G D^{+}\left(A_{i}\right)$ and $I G D^{+}\left(B_{i}\right)$, which leads to $I G D^{+}\left(A_{i}\right)=I G D^{+}\left(B_{i}\right)$.


Figure 6. Two non-dominated solution sets $A_{i}$ and $B_{i}$ for which $A_{i} \triangleleft B_{i}, D 1_{R}\left(A_{i}\right)>D 1_{R}\left(B_{i}\right)$ and $I G D^{+}\left(A_{i}\right)=I G D^{+}\left(B_{i}\right)$ hold.

Fig. 6 suggests that more solutions are used in the calculation of D1 than that of $\mathrm{IGD}^{+}$. To examine this issue, we calculate the average number of solutions in $A_{i}$ and $B_{i}$ used for the calculation of each indicator in Table 3. The following results are obtained:

GD: 33.4 solutions (all solutions in $A_{i}$ and $B_{i}$ ),
IGD: 13.3 solutions,
$\mathrm{IGD}^{+}: 13.3$ solutions,
D1: 33.0 solutions,
Additive $\varepsilon$ : 1.0 solution.
Since GD is the average distance over all solutions, 33.4 is the average number of solutions in $A_{i}$ and $B_{i}$. Since the maximum distance is calculated in the additive $\varepsilon, I_{\varepsilon^{+}}$depends on only a single solution. Whereas the other indicators calculate the average distance, more solutions are used for the calculation of D1 than IGD and $\mathrm{IGD}^{+}$. This may be the reason for the difference in the percentages of $I\left(A_{i}\right)=I\left(B_{i}\right)$ between $\mathrm{IGD}^{+}$and D1 in Table 3.

The next question is why more solutions are used for the calculation of D 1 than $\mathrm{IGD}^{+}$. The reason can be explained by the difference in the distance calculation between these two indicators. In Fig. 7, we explain the dependency of the nearest solution on the distance calculation in each performance measure. In Fig. 7 (b), a different solution is chosen as the nearest solution for each
reference point (i.e., all the three solutions in Fig. 7 (b) are used in the calculation of D1). However, in Fig. 7 (a), the solution $\boldsymbol{a}_{2}$ is not chosen as the nearest solution for any reference points ( $\boldsymbol{a}_{3}$ is chosen as the nearest solution for $\boldsymbol{z}_{2}$ and $\boldsymbol{z}_{3}$ ). As a result, only the two solutions $\boldsymbol{a}_{1}$ and $\boldsymbol{a}_{3}$ are used in the calculation of IGD ${ }^{+}$. As illustrated in Fig. 7 (a), a non-dominated solution at a locally concave location is not likely to be selected as the nearest solution of a reference point when the Euclidean distance is used and the reference points are not close to the obtained solutions.
To examine this issue, we show in Fig. 8 a Voronoi diagram for the three solutions in Fig. 7 using the Euclidean distance and the weighted achievement scalarizing function. In Fig. 8 (a), the solution $\boldsymbol{a}_{2}$ has a triangular territory in its right-upper region. Only when a reference point is in this triangular territory, $\boldsymbol{a}_{2}$ is selected as its nearest solution. The same solution $\boldsymbol{a}_{2}$ has a belt-like territory in its right-upper direction in Fig. 8 (b).


Figure 7. Contour line corresponding to the distance from each reference point to its nearest solution.


Figure 8. Voronoi diagram for the three solutions in Fig. 7.

### 3.4 Many-Objective Knapsack Problems

In the same manner as in the previous subsection, we perform computational experiments on 500 -item multiobjective knapsack problems with 4-10 objectives. We use the same four-objective 500 -item problem as in [30]. Multiobjective knapsack problems with more than four objectives are generated by adding objectives to the four-objective problem. The added objectives are randomly generated as in [30]. Pairs of ordered non-dominated solution sets are selected from 100 runs on each test problem. Reference points are specified by choosing non-dominated solutions among the merged population of all the selected pairs of solution sets and the final populations of 100 runs on each test problem.
In Table 4, we show the number of obtained pairs of ordered nondominated solution sets $\left(A_{i}, B_{i}\right)$ with $A_{i} \triangleleft B_{i}$, and the number of reference points in the reference point set for each test problem. In

Tables 5-8, experimental results are summarized in the same manner as in Table 3. From the comparison of Table 3 with Tables $5-8$, we can see that much better results are obtained in Tables 5-8 than Table 3. Among the examined indicators, the best results are obtained by D1.

Table 4. The number of pairs of ordered non-dominated solution sets and the number of reference points.

| Problem | $\left(A_{i}, B_{i}\right)$ | Reference points |
| :---: | :---: | :---: |
| Two-Objective | 47993 | 1427 |
| Four-Objective | 4704 | 2259 |
| Six-Objective | 1913 | 3780 |
| Eight-Objective | 1030 | 4938 |
| Ten-Objective | 624 | 5084 |

Table 5. Results on the four-objective knapsack problem.

| Indicator | Correct <br> $I\left(A_{i}\right)>I\left(B_{i}\right)$ | Equivalent <br> $I\left(A_{i}\right)=I\left(B_{i}\right)$ | Inconsistent <br> $I\left(A_{i}\right)<I\left(B_{i}\right)$ |
| :---: | :---: | :---: | :---: |
| GD | $98.15 \%$ | $0.00 \%$ | $1.85 \%$ |
| IGD | $99.30 \%$ | $0.60 \%$ | $0.11 \%$ |
| $\mathrm{IGD}^{+}$ | $99.36 \%$ | $0.64 \%$ | $0.00 \%$ |
| D1 | $100.00 \%$ | $0.00 \%$ | $0.00 \%$ |
| Additive $\varepsilon$ | $53.93 \%$ | $46.07 \%$ | $0.00 \%$ |

Table 6. Results on the six-objective knapsack problem.

| Indicator | Correct <br> $I\left(A_{i}\right)>I\left(B_{i}\right)$ | Equivalent <br> $I\left(A_{i}\right)=I\left(B_{i}\right)$ | Inconsistent <br> $I\left(A_{i}\right)<I\left(B_{i}\right)$ |
| :---: | :---: | :---: | :---: |
| GD | $99.53 \%$ | $0.00 \%$ | $0.47 \%$ |
| IGD | $99.53 \%$ | $0.47 \%$ | $0.00 \%$ |
| IGD $^{+}$ | $99.53 \%$ | $0.47 \%$ | $0.00 \%$ |
| D1 | $100.00 \%$ | $0.00 \%$ | $0.00 \%$ |
| Additive $\varepsilon$ | $71.20 \%$ | $28.80 \%$ | $0.00 \%$ |

Table 7. Results on the eight-objective knapsack problem.

| Indicator | Correct <br> $I\left(A_{i}\right)>I\left(B_{i}\right)$ | Equivalent <br> $I\left(A_{i}\right)=I\left(B_{i}\right)$ | Inconsistent <br> $I\left(A_{i}\right)<I\left(B_{i}\right)$ |
| :---: | :---: | :---: | :---: |
| GD | $99.32 \%$ | $0.00 \%$ | $0.68 \%$ |
| IGD | $98.74 \%$ | $1.26 \%$ | $0.00 \%$ |
| IGD $^{+}$ | $98.54 \%$ | $1.46 \%$ | $0.00 \%$ |
| D1 | $100.00 \%$ | $0.00 \%$ | $0.00 \%$ |
| Additive $\varepsilon$ | $78.54 \%$ | $21.46 \%$ | $0.00 \%$ |

Table 8. Results on the ten-objective knapsack problem.

| Indicator | Correct <br> $I\left(A_{i}\right)>I\left(B_{i}\right)$ | Equivalent <br> $I\left(A_{i}\right)=I\left(B_{i}\right)$ | Inconsistent <br> $I\left(A_{i}\right)<I\left(B_{i}\right)$ |
| :---: | :---: | :---: | :---: |
| GD | $99.36 \%$ | $0.00 \%$ | $0.64 \%$ |
| IGD | $96.96 \%$ | $3.04 \%$ | $0.00 \%$ |
| IGD $^{+}$ | $96.63 \%$ | $3.37 \%$ | $0.00 \%$ |
| D1 | $100.00 \%$ | $0.00 \%$ | $0.00 \%$ |
| Additive $\varepsilon$ | $81.09 \%$ | $18.91 \%$ | $0.00 \%$ |

## 4. DISCUSSIONS AND CONCLUSIONS

We examined the distance calculation in the IGD indicator. We also compared distance-based indicators through computational experiments and obtained the following observations:
(i) Inconsistent evaluation results by IGD were actually obtained and removed by using $\mathrm{IGD}^{+}$instead of IGD.
(ii) Best evaluation results with respect to the Pareto compliance were obtained by D 1 among GD, IGD, IGD ${ }^{+}, \mathrm{D} 1$ and $I_{\varepsilon^{+}}$.
The first observation supports the use of $\mathrm{IGD}^{+}$instead of IGD. This observation is consistent with theoretical discussions in [12]. The use of $\mathrm{IGD}^{+}$instead of IGD was also suggested in [11] by comparing them with respect to the sensitivity to the specification of reference points. The second observation may need further studies using other test problems and other EMO algorithms. This is because the best indicator depends on the setting of experiments. Whereas we used the Voronoi diagram in Fig. 8 to explain the best results by D1 in Table 3 (and Fig. 7), the same diagram can be used to explain the advantage of $\mathrm{IGD}^{+}$over D1 if the reference points are much closer to the three solutions in Fig. 7. Actually a different observation can be obtained from the same experiment on a different test problem. In Table 9, we show experimental results on a two-objective WFG1 problem [10]. The best results are obtained from $\mathrm{IGD}^{+}$in Table 9 . Table 10 shows experimental results on the same WFG1 problem by MOEA/D with the weighted Tchebycheff function [26]. In Table 10, the best results are obtained from $\mathrm{IGD}^{+}$. However, good results are also obtained by all indicators. These observations suggest the necessity of further studies of each indicator.

Table 9. Results on the $\mathbf{1 1 7 8 2}$ pairs of ordered non-dominated solution sets of a two-objective WFG1 problem (NSGA-II).

| Indicator | Correct <br> $I\left(A_{i}\right)>I\left(B_{i}\right)$ | Equivalent <br> $I\left(A_{i}\right)=I\left(B_{i}\right)$ | Inconsistent <br> $I\left(A_{i}\right)<I\left(B_{i}\right)$ |
| :---: | :---: | :---: | :---: |
| GD | $83.58 \%$ | $0.00 \%$ | $16.42 \%$ |
| IGD | $96.92 \%$ | $0.87 \%$ | $2.21 \%$ |
| IGD $^{+}$ | $99.13 \%$ | $0.87 \%$ | $0.00 \%$ |
| D1 | $98.50 \%$ | $1.50 \%$ | $0.00 \%$ |
| Additive $\varepsilon$ | $50.53 \%$ | $49.47 \%$ | $0.00 \%$ |

Table 10. Results on the 1672 pairs of ordered non-dominated solution sets of a two-objective WFG1 problem (MOEA/D).

| Indicator | Correct <br> $I\left(A_{i}\right)>I\left(B_{i}\right)$ | Equivalent <br> $I\left(A_{i}\right)=I\left(B_{i}\right)$ | Inconsistent <br> $I\left(A_{i}\right)<I\left(B_{i}\right)$ |
| :---: | :---: | :---: | :---: |
| GD | $98.56 \%$ | $0.00 \%$ | $1.44 \%$ |
| IGD | $98.56 \%$ | $0.00 \%$ | $1.44 \%$ |
| IGD $^{+}$ | $100.00 \%$ | $0.00 \%$ | $0.00 \%$ |
| D1 | $99.70 \%$ | $0.30 \%$ | $0.00 \%$ |
| Additive $\varepsilon$ | $98.92 \%$ | $1.08 \%$ | $0.00 \%$ |
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