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ABSTRACT1 
Dominance resistant solutions (DRSs) in multi-objective problems 
have very good values for some objectives and very bad values 
for other objectives. Whereas DRSs are far away from the Pareto 
front, they are hardly dominated by other solutions due to some 
very good objective values. It is well known that the existence of 
DRSs severely degrades the search ability of Pareto dominance-
based algorithms such as NSGA-II and SPEA2. In this paper, we 
examine the effect of DRSs on the search ability of NSGA-II on 
the DTLZ test problems with many objectives. We slightly change 
their problem formulation to increase the size of the DRS region. 
Through computational experiments, we show that DRSs have a 
strong negative effect on the search ability of NSGA-II whereas 
they have almost no effect on MOEA/D with the PBI function. 
We also show that a slightly modified NSGA-II for decreasing the 
negative effect of DRSs works well on many-objective DTLZ test 
problems (its performance is similar to NSGA-III and MOEA/D). 
These results suggest that DTLZ is not an appropriate test suite 
for evaluating many-objective evolutionary algorithms. This issue 
is further addressed through computational experiments on newly 
formulated test problems with no distance function. 
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1  INTRODUCTION 
An m-objective minimization problem can be written as 

  Minimize  fi(x), i = 1, 2, ..., m,        (1) 
  subject to x∈ X,          (2) 

where x = (x1, x2,  ..., xn) is an n-dimensional decision vector, f (x) 
= ( f1(x), f2(x), ..., fm(x)) is an m-dimensional objective vector, and 
X is the feasible region of x. Some or all of the m objectives are 
conflicting with each other. The multi-objective problem in (1)-
(2) has an n-dimensional decision space and an m-dimensional 
objective space. When multi-objective problems have four or 
more objectives, they are referred to as many-objective problems. 

In the evolutionary multi-objective optimization (EMO) field, 
solutions are compared based on the Pareto dominance relation: A 
solution x is referred to as being dominated by another solution y 
if and only if )()( xy ii ff ≤  for i∀  and )()( xy ii ff <  for i∃ . 
When x is not dominated by any other feasible solutions in X, x is 
referred to as a Pareto optimal solution. The set of all Pareto 
optimal solutions is the Pareto optimal solution set. The projection 
of the Pareto optimal solution set to the objective space is often 
called the Pareto front. A number of EMO algorithms have been 
proposed to search for a set of non-dominated solutions which 
approximates the Pareto front in the last three decades [2]. 

A current hot topic in the EMO field is the handling of many-
objective problems with more than three objectives. Various 
approaches have been proposed to evolutionary many-objective 
optimization in the literature [14], [15], [20]. In early studies on 
many-objective optimization, the DTLZ test problems [5] were 
frequently used to clearly demonstrate that Pareto dominance-
based algorithms such as NSGA-II [4] and SPEA2 [26] did not 
work well on many-objective problems. For example, Wagner et 
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al. [21] showed that NSGA-II and SPEA2 were clearly 
outperformed by a hypervolume-based algorithm SMS-EMOA [1] 
on DTLZ1-2 with 3-6 objectives. Mostaghim and Schmeck [17] 
demonstrated that NSGA-II was outperformed by random search 
on DTLZ2 with 10-20 objectives. Currently, it is widely accepted 
in the EMO community that Pareto dominance-based algorithms 
do not work well on many-objective problems. As a result, while 
NSGA-II has been a widely-used algorithm, it was not included in 
computational experiments to evaluate recently-proposed many-
objective algorithms such as NSGA-III [3], MOEA/DD [16] and 
θ -DEA [23]. However, it has also been reported in some studies 
that NSGA-II works well on some many-objective problems such 
as distance minimization problems [19] and knapsack problems 
[8] with highly correlated objectives (whereas it does not work 
well when the objectives are not correlated). 

The difficulty of many-objective problems can be explained by 
the size of the dominating region of a current solution (i.e., the 
better region than the current solution) in a high-dimensional 
objective space. Let us assume that we have a current solution x in 
an m-dimensional objective space. The region which dominates x 
is only 1/2m of the neighborhood of f (x) in the objective space. 
For example, it is less than 0.1% of the neighborhood in a 10-
dimensional objective space (i.e., m = 10). Almost all solutions in 
the neighborhood are non-dominated with the current solution. 
Thus, it is very difficult to push the population towards the Pareto 
front using the Pareto dominance relation.  

This explanation is consistent with experimental results on 
many-objective knapsack problems in [8] where NSGA-II [4] and 
MOEA/D [24] with the weighted sum (WS), Tchebycheff and PBI 
functions were compared. In Fig. 1, the contour lines of each 
scalarizing function are shown for a two-objective knapsack 
problem (maximization problem) with the weight vector w = (0.5, 
0.5). The contour lines of the Tchebycheff function are consistent 
with the dominating region of a point on the arrow in Fig. 1 for 
the two-objective maximization problem. The contour lines of the 
PBI function (θ = 5) have a sharp angle. This means that the better 
region than a current solution is narrow (i.e., less than 1/2m of the 
neighborhood of the current solution for the m-objective problem 
if the current solution is on the arrow). By decreasing the value of 
θ, the size of the better region of the PBI function increases. From 
Fig. 1 and the above discussions about the size of the dominating 
region, we can expect that the best and worst results will be 
obtained from the weighted sum and the PBI function (θ = 5), 
respectively. We can also expect that the performance of 
MOEA/D-PBI will be improved by using a small θ value. 

 

 

Figure 1: Contour lines of each scalarizing function for a two-
objective maximization problem. 

Reported results on many-objective knapsack problems in [8] 
are consistent with our expectation. The performance of NSGA-II 
and MOEA/D-Tchebycheff (both of which have the 1/2m better 
region) was between the best results by MOEA/D-WS and the 
worst results by MOEA/D-PBI (θ = 5). It was also shown in [8] 
that the performance of MOEA/D-PBI was improved by using a 
smaller value of θ (e.g., θ = 0.01).  

However, totally different results were reported in [13] on 
many-objective DTLZ test problems. Much better results were 
obtained by MOEA/D-PBI (θ = 5) than NSGA-II and MOEA/D-
Tchebycheff. This observation cannot be explained by the above 
discussions on the size of the better region in each algorithm. In 
this paper, we examine why NSGA-II does not work on many-
objective DTLZ test problems whereas MOEA/D-PBI (θ = 5) 
works very well. Through computational experiments, we explain 
the following:  

(i) The reason for the poor performance of NSGA-II on many-
objective DTLZ test problems is not the number of objectives 
but the existence of dominance resistant solutions (DRSs [7]). 

(ii)  Many-objective DTLZ test problems do not have any severe 
difficulty which is purely caused by the increase in the number 
of objectives. NSGA-II works well on those test problems after 
slight modification to decrease the negative effect of DRSs. Its 
performance is similar to that of NSGA-III and MOEA/D. 

(iii) MOEA/D and NSGA-III can be outperformed by NSGA-II 
on many-objective test problems which are generated without 
using the frequently-used problem formulation with position 
and distance functions. 

Our goal is to clearly show that reported experimental results 
on many-objective DTLZ test problems in the literature can be 
misleading. Our experimental results suggest that both very poor 
performance of Pareto dominance-based algorithms and very high 
performance of decomposition-based algorithms have been widely 
overemphasized. This paper is organized as follows. In Section 2, 
we explain the modification of DTLZ to widen the DRS region, 
the modification of NSGA-II to decrease the negative effect of 
DRSs, and the formulation of new many-objective test problems. 
In Section 3, we examine the effect of DRSs using the modified 
many-objective DTLZ test problems where the size of the DRSs 
region in the objective space can be arbitrarily specified. In 
Section 4, we compare the modified NSGA-II with MOEA/D and 
NSGA-III on the original many-objective DTLZ test problems. It 
is shown that the performance of NSGA-II can be significantly 
improved by removing the negative effect of DRSs. In Section 5, 
the modified NSGA-II algorithm is compared with MOEA/D and 
NSGA-III through computational experiments on our new many-
objective test problems with no distance function. Better results 
are obtained from NSGA-II. This paper is concluded in Section 6. 

2  MODIFICATIONS OF DTLZ AND NSGA-II 

2.1  DTLZ with Adjustable DRS Regions 
It is well known that the existence of DRSs severely degrades 

the performance of Pareto dominance-based algorithms [7], [22]. 

Weighted Sum Tchebycheff PBI (θ = 0.1) PBI (θ = 5)
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To examine the effect of DRSs on the performance of NSGA-II 
and MOEA/D on many-objective DTLZ test problems, we 
slightly modify their objectives so that we can arbitrarily specify 
the size of the DRS region in the objective space. Each objective 
of DTLZ is modified as follows:   

If }...,,2,1{for)(
1

mjf
m

ji
i

i ∈∃<∑
≠
=

εx   

      then  fi(x) = 10000 for i = 1, 2, ..., m,       (3) 

where ε is a non-negative small real number (e.g., ε = 0.01, 0.001). 
By this modification, all solutions with very small values (i.e., 

very good values) of (m − 1) objectives are moved to the very bad 
point with f (x) = (10000, ..., 10000) in the objective space. It is 
judged by ε  whether (m − 1) objectives have very good values or 
not (i.e., whether their sum is smaller than ε  or not). Fig. 2 (a) 
explains the modification of the objectives by (3) for the three-
objective DTLZ1 problem. All solutions in each green triangular 
prism in Fig. 2 (a) are moved to the very bad point.  

 

 

(a) Modified regions.    (b) Original DRS.       (c) Modified DRS. 

Figure 2: Modification of the three-objective DTLZ1 problem.  
 
As a result of the modification by (3), the objective space has 

the following boundary along the jth axis (j = 1, 2, ..., m): 

 f1 + f2 + ... + fj −1 + fj +1 + ... + fm = ε ,         (4) 

where f = (f1, f2, ..., fm) is an m-dimensional objective vector. This 
boundary is parallel to the jth axis since the left-hand side of (4) 
does not have the jth element fj. In the case of three objectives, 
this boundary is a plane as shown by the three blue planes in Fig. 
2 (c). All points on these three planes are hardly dominated by any 
other solutions (i.e., they are DRSs), which are explained in Fig. 3. 
Solution A in Fig. 3 is dominated by solutions on the white line 
(i.e., by those solutions with exactly the same f1 and f2 values as A 
and a better f3 value than A). Any other solutions (except for 
solutions on the white line) cannot dominate solution A in Fig. 3. 
 

                   
Figure 3: Pareto dominance relation on the DRS region. 

When ε = 0, no solution is moved by (3) since all objective 
values are non-negative in DTLZ. By increasing the value of ε, 
the width of each DRS region is increased from Fig. 2 (b) to Fig. 2 
(c). That is, we can arbitrarily specify the size of the DRS region 
in the modified DTLZ test problems. It should be noted that not 
only solutions on the DRS region but also very close solutions to 
the DRS region can survive as DRSs since they are also hardly 
dominated by other solutions. In Section 3, we examine the effect 
of DRSs on the performance of NSGA-II and MOEA/D using the 
modified DTLZ test problems.  

2.2  Simple Modification of NSGA-II 
It has been shown in some studies (e.g., Sato et al. [18]) that 

the convergence ability of Pareto dominance-based algorithms on 
many-objective problems was improved by modifying the Pareto 
dominance relation, i.e., by increasing the size of the dominating 
region of each solution. In this paper, we modify the objective 
functions (instead of modifying the Pareto dominance relation) to 
achieve the same effect to improve the convergence ability of 
Pareto dominance-based algorithms. Our idea is to simply modify 
each objective fi(x), i = 1, 2, ..., m, as follows: 

 ∑
=

+−=
m

i
iii f

m
fu

1
)()()1()( xxx αα ,  i =1, 2, ..., m,       (5) 

where α is a non-negative real number in 0 ≤ α ≤ 1. NSGA-II is 
applied to the multi-objective problem with ui(x).  

In (5), α = 0 means no modification: ui(x) is the same as fi(x). 
When α = 1 in (5), each ui(x) has the same value, which is the 
average value of fi(x) over all objectives. The modification by (5) 
increases the correlation among the objectives ui(x), i =1, 2, ..., m, 
which improves the convergence ability of Pareto dominance-
based algorithms. It should be noted that the modification in (5) 
can be used in any EMO algorithm. All objective values of each 
solution are modified by (5) when the solution is evaluated. We 
use the objective value modification by (5) since this is much 
simpler than the modification of the Pareto dominance relation.  

In Section 4, NSGA-II is applied to many-objective DTLZ test 
problems after the modification of their objectives by (5). Of 
course, the performance of NSGA-II (i.e., obtained solution sets 
by NSGA-II) is evaluated in the original objective space.  

2.3  New Many-Objective Test Problems 
In the DTLZ test suite [5], the first four test problems (i.e., 

DTLZ1-4) have been frequently used to evaluate many-objective 
algorithms in the literature. They have some special features. One 
is that all objectives have the same distance function g(xD) as 

 )())(1()( PD xxx ii hgf += , i = 1, 2, ..., m,        (6) 

where hi (xP) is the position function for the ith objective. In (6), 
the decision vector x = (x1, x2, ..., xn) is divided into the position 
variable vector xP = (x1, x2, ..., xm−1) and the distance variable 
vector xD = (xm, xm+1, ..., xn). The number of the position variables 
is m−1, and the number of the distance variables is n− m +1.  

 
 PF

 
  PF

: Dominating region of A
: Dominated region by A

: Solution A
: Non-dominated region with

f2f1

f3
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In DTLZ1-4, all feasible solutions with the minimum distance 
function value (i.e., g(xD) = 0) are Pareto optimal. That is, Pareto 
optimal solutions can be obtained by simply optimizing g(xD), and 
all feasible solutions with g(xD) = 0 are Pareto optimal solutions. 
Thus, evolutionary multi-objective optimization for DTLZ1-4 can 
be viewed as having the following two tasks: (i) to find the 
optimal solution x*

D of g(xD), and (ii) to maximize the diversity of 
solutions with x*

D in the objective space using the position variable 
vector xP.  

DTLZ1-4 have the following Pareto fronts [5]: 

     DTLZ1: 5.0)(
1

=∑
=

m

i
if x  and ,0)( ≥xfi i = 1, 2, ..., m,      (7) 

     DTLZ2-4: 1)(
1

2 =∑
=

m

i
if x  and ,0)( ≥xfi i = 1, 2, ..., m.    (8) 

These Pareto fronts have triangular shape. This is another special 
(somewhat unrealistic) feature of the DTLZ1-4 test problems [9]. 

The special structure of DTLZ1-4 in (6) is visually illustrated 
in Fig. 4 for the two-objective DTLZ1 and DTLZ2 problems. In 
Fig. 4, 50 solutions (red circles) are generated from a randomly 
generated current solution (white circle). The value of a randomly 
selected distance variable of each current solution is randomly 
changed in Fig. 4 (a). A different variable is randomly selected in 
Fig. 4 (a) to generate a red solution. All the generated solutions 
from each solution are on a single line directed to the ideal point 
(0, 0). In Fig. 4 (b), the value of a randomly selected position 
variable of each current solution is randomly changed. A wide 
variety of solutions are generated in Fig. 4 (b) without changing 
the value of the distance function. In Fig. 4 (c), 50 solutions are 
generated by simultaneously performing these two changes. 

 

 
 

 

(a) Distance variable.   (b) Position variable.    (c) Both variables. 

Figure 4: Generated 50 solutions (red circles) from each 
current solution (white circle) by randomly changing the value 
of a single distance variable in (a), the value of a single 
position variable in (b), and the values of both variables in (c).  

 
Fig. 4 (a) shows that we can push the population towards the 

Pareto front by adjusting only the distance variables. The diversity 

of the population can be improved by adjusting only the position 
variables as shown by Fig. 4 (b). If we have one Pareto optimal 
solution, we can generate all the other Pareto optimal solutions by 
changing the values of its position variables. The simultaneous 
adjustment of the two types of variables is not needed as shown in 
Fig. 4 (c). Fig. 4 and the formulation in (6) show that the 
convergence improvement for DTLZ1-4 is a single-objective 
optimization problem of the distance function g(xD) independent 
of the number of objectives. The WFG4-9 test problems [6] also 
have a similar feature. 

As shown by Fig. 4 and (6), DTLZ1-4 have an undesirable 
feature as many-objective test problems (i.e., the convergence of 
the population depends only on the distance function, which is 
single-objective optimization). In this paper, we propose the 
following simple problem formulation without this undesirable 
feature caused by the use of the distance function: 

     Minimize  ,,0max)(
1



















−= ∑
≠
=

m

ij
j

jii xxf βx i = 1, 2, ..., m,  (9) 

     subject to ,1000 ≤≤ ix i = 1, 2, ..., m,       (10) 
where 

    ,10000)( =xif  i = 1, 2, ..., m,   if  1)(
1

<∑
=

m

i
if x .      (11) 

In this formulation, β is a small positive real number satisfying 
β < 1/(m−1). As shown in (9), the ith objective fi(x) is basically 
the same as the ith decision variable xi. The second term with β is 
added to introduce the correlation among the m objectives. If 
β > 1/(m−1) in (9), the total effect of the other variables is larger 
than xi on the ith objective fi(x). Thus, we use a small value of β 
satisfying β < 1/(m−1). In our experiments in Section 5, the value 
of β is specified as β = 0.1 for the m-objective problem (m ≤ 10).  

Our test problem has the linear triangular Pareto front:  

          1)(
1

=∑
=

m

i
if x  and ,0)( ≥xfi i = 1, 2, ..., m.      (12) 

This is the same as the Pareto front of the normalized DTLZ1 test 
problem, and similar to the Pareto fronts of DTLZ2-4. It should be 
noted that the shape of the Pareto front of our test problem can be 
easily changed by changing the condition in (11). For example, 
we can formulate a concave Pareto front by changing fi(x) in (11) 
to fi(x)2, which is the same as the Pareto fronts of DTLZ2-4. It is 
also possible to formulate a convex Pareto front using fi(x)1/2.  

In our test problem, the number of decision variables is the 
same as the number of objectives. For example, the 10-objective 
test problem has only 10 decision variables. No complicated 
nonlinear functions are used in the problem formulation in (9)-
(11). The Pareto front is linear triangular as in DTLZ1. From 
these features, our test problem looks very easy. In Section 5, we 
demonstrate that our test problem is actually very difficult for 
MOEA/D and NSGA-III which have high search ability on many-
objective DTLZ1-4 test problems. 

f2 f2

f1

f2

f1

f2

f1

f2
DTLZ2 DTLZ2 DTLZ2
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3  EFFECTS OF INCREASED DRS REGIONS  
In this section, we report experimental results by NSGA-II, 

NSGA-III, MOEA/D-Tchebycheff and MOEA/D-PBI (θ = 5) on 
the modified DTLZ1-3 test problems with 3, 5, 8, 10 objectives. 
To examine the effect of increasing the size of the DRS region, 
we use four settings of ε : ε = 0, 0.1, 0.01, 0.001. When ε = 0, there 
is no modification on DTLZ1-3. A large value of ε  means that a 
large (wide) DRS region is added. For example, the Pareto fronts 
of the m-objective DTLZ2-3 test problems are included in the unit 
hypercube [0, 1]m. Along the axis of each objective, the region [0, 
ε ] of the other objectives is related to the DRS region. [0, ε ] is 
only 0.1% of [0, 1] when ε = 0.001, and it is 10% when ε = 0.1. 

We perform computational experiments in the same manner as 
many other studies [3], [16], [23]. In each m-objective test 
problem, the number of position variables is m − 1, the number of 
distance variables is 5 (DTLZ1) and 10 (DTLZ2-3), and the range 
of each decision variable xi is 0 ≤ xi ≤ 1 (i = 1, 2, ..., n). Each 
algorithm is executed under the following setting: 

 Initial population: Randomly generated solutions. 
 Population size: 91 (m = 3),  210 (5),  156 (8),  275(10). 
 Termination condition: Number of generations (Table 1). 
 Crossover: SBX (Probability = 1.0, Index = 30). 
 Mutation: PM (Probability = 1/n, Index = 20). 
 
Table 1: Termination condition (Number of generations). 

 m = 3 m = 5 m = 8 m = 10 
DTLZ1 400 600 750 1,000 
DTLZ2 250 350 500 750 
DTLZ3 1,000 1,000 1,000 1,500 

 
Each algorithm is executed 51 times. The average value of the 

hypervolume indicator [27] is calculated over the 51 runs for each 
algorithm on each test problem. The reference point r = (r, ..., r) is 
specified for hypervolume calculation in the normalized objective 
space of the original DTLZ1-3 problems with the ideal point (0, ..., 
0) and the nadir point (1, 1, 1) as r = 13/12 (m = 3), 7/6 (m = 5), 4/3 
(m = 8), 4/3 (m = 10) from [10]. The hypervolume indicator is used 
since no other unary indicator is known as being Pareto compliant 
[25]. Whereas we also calculate the average value of the IGD 
indicator, we do not report IGD-based comparison results due to 
the page limitation of the conference paper. This is also because 
IGD is not Pareto compliant and the specification of reference 
points for IGD is not easy for many-objective problems [11].  

The average hypervolume values are summarized in Tables 2-
4. In each table, the best and worst results for each test problem 
are highlighted by red and blue. From these tables, we can see that 
the performance of NSGA-II is severely degraded by increasing 
the size of the DRS region even when the increase is very small 
(ε = 0.001) and the number of objectives is only three (m = 3). 
Moreover, even when ε = 0, NSGA-II does not work well on 
many-objective DTLZ test problems. However, NSGA-III and 
MOEA/D work well in Tables 2-4 even when the increase in the 
size of the DRS region is large (ε = 0.1). No clear negative effects 
of DRSs are observed for those algorithms in Tables 2-4. 

Table 2: Average hypervolume for modified DTLZ1. 

ε m  NSGA-II NSGA-III PBI (θ =5) Tchebycheff  
0 3 1.028 1.058 1.058 1.009 

5 1.761 2.129 2.129 2.062 
8 0.171 9.980 9.983 9.817 
10 0.000 17.74 17.76 17.53 

0.001 3 0.046 0.996 1.057 0.991 
5 0.000 2.117 2.128 2.038 
8 0.000 9.727 9.982 9.804 
10 0.000 17.73 17.76 17.51 

0.01 3 0.007 1.014 1.045 0.980 
5 0.000 2.123 2.125 2.032 
8 0.000 9.629 9.981 9.798 
10 0.000 17.72 17.76 17.49 

0.1 3 0.000 0.828 0.864 0.821 
5 0.000 2.016 2.063 1.891 
8 0.000 9.424 9.952 9.605 
10 0.000 17.50 17.75 17.24 

 
Table 3: Average hypervolume for the modified DTLZ2. 

ε m  NSGA-II NSGA-III PBI (θ =5) Tchebycheff  
0 3 0.644 0.684 0.684 0.641 

5 1.634 1.859 1.859 1.697 
8 0.028 9.782 9.825 7.899 
10 0.080 17.63 17.68 13.59 

0.001 3 0.636 0.684 0.684 0.641 
5 1.394 1.858 1.859 1.695 
8 0.022 9.801 9.825 7.819 
10 0.028 17.64 17.68 13.46 

0.01 3 0.614 0.682 0.684 0.641 
5 1.182 1.857 1.859 1.692 
8 0.005 9.799 9.825 7.866 
10 0.063 17.63 17.68 13.58 

0.1 3 0.568 0.670 0.678 0.633 
5 0.568 1.853 1.856 1.685 
8 0.006 9.785 9.822 7.813 
10 0.049 17.65 17.68 13.46 

 
Table 4: Average hypervolume for the modified DTLZ3. 

ε m  NSGA-II NSGA-III PBI (θ =5) Tchebycheff  
0 3 0.641 0.678 0.679 0.636 

5 1.643 1.856 1.855 1.696 
8 0.000 8.968 9.145 8.084 
10 0.000 17.56 17.49 13.62 

0.001 3 0.000 0.410 0.678 0.601 
5 0.000 1.813 1.855 1.530 
8 0.000 8.946 9.096 7.718 
10 0.000 17.50 16.95 13.58 

0.01 3 0.000 0.422 0.679 0.5988 
5 0.000 1.836 1.855 1.536 
8 0.000 8.584 8.721 7.79 
10 0.000 17.47 16.67 13.49 

0.1 3 0.000 0.375 0.671 0.5943 
5 0.000 1.837 1.853 1.527 
8 0.000 8.104 9.276 7.756 
10 0.000 17.35 17.68 13.59 
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To further examine the effect of the size of the DRS region, we 
use the sum of all objectives as a performance indicator: 

 fSum(x) = f1(x) + f2(x) + ... + fm(x).        (13) 

In DTLZ1 and its variants with the increased DRS region by ε , 
fSum(x) = 0.5 always holds on the Pareto front. The range of fSum(x) 
is 0.5 ≤ fSum(x) ≤ 551.125 [5]. Using the obtained solution set from 
each run in Table 2, we calculate the average value of fSum(x) over 
51 runs. Results are summarized in Table 5. The average value of 
fSum(x) by NSGA-II is surprisingly large. For example, it is 432.1 
for the 10-objective DTLZ1 with no modification (i.e., ε = 0). This 
value is much closer to its upper bound 551.125 than its lower 
bound 0.5 whereas all objectives fi (x) should be minimized. By 
slightly increasing the size of the DRS region to ε = 0.001, this 
value increases to 506.2 in Table 5. Only for the case of three 
objectives with ε = 0, all solutions are close to the Pareto front (i.e., 
fSum(x) = 0.505 in Table 5). The slight increase of ε  to ε = 0.001 
for the 3-objective DTLZ1 leads to the increase of fSum(x) to 54.34. 

 
Table 5: Average objective sum for the modified DTLZ1. 

ε m  NSGA-II NSGA-III PBI (θ =5) Tchebycheff  
0 3 0.505 0.502 0.501 0.500 

5 0.762 0.500 0.500 0.500 
8 170.6 0.539 0.503 0.500 
10 432.1 0.584 0.501 0.500 

0.001 3 54.34 0.865 0.502 7.957 
5 217.6 0.532 0.500 7.090 
8 483.6 2.044 0.503 0.520 
10 506.2 0.977 0.501 0.500 

0.01 3 74.28 0.716 0.502 7.192 
5 222.7 0.506 0.500 8.217 
8 484.2 1.623 0.503 0.534 
10 505.8 1.564 0.501 0.500 

0.1 3 95.84 0.896 0.503 6.760 
5 233.1 1.028 0.501 7.149 
8 486.9 2.532 0.503 0.500 
10 508.5 1.736 0.501 0.500 

 
These observations suggest that the final solution sets obtained 

by NSGA-II include a large number of DRSs with some very bad 
objective values. This can be explained as a side-effect of the 
crowding distance, which is the secondary criterion of the fitness 
evaluation in NSGA-II. When all solutions are non-dominated 
with each other, the fitness evaluation of each solution depends 
only on its crowding distance. Roughly speaking, the crowding 
distance of a solution is the sum of the distance between its two 
adjacent solutions on each objective [4]. Thus DRSs with some 
very bad objective values are highly evaluated than solutions 
around the Pareto front by the crowding distance. In other words, 
the crowding distance drives the population toward DRSs with 
extremely bad objective values. As a result, the average value of 
fSum(x) of the obtained solutions by NSGA-II on many-objective 
problems in Table 5 is much closer to its upper bound 551.125 
than its lower bound 0.5. 

Since the other algorithms (NSGA-III and MOEA/D) have no 
fitness evaluation mechanisms which favor DRSs, large average 
values of fSum(x) are not obtained in Table 5. Especially, all 
average values of fSum(x) by MOEA/D-PBI (θ =5) in Table 5 are 
less than 0.504 (i.e., within 0.8% error from 0.5). This is because 
the better region by the PBI function includes a non-dominated 
region of the current solution when the weight vector is parallel 
(or close to parallel) to one axis of the objective space (e.g., (1, 0, 
0), (0, 1, 0) or (0, 0, 1) in the case of three objectives). As a result, 
a DRS can be replaced with its non-dominated solution.  

The convergence ability of NSGA-III is deteriorated by the 
increase in the size of the DRS region in Table 5 (e.g., by the 
increase of ε  from ε = 0 to ε = 0.001). This is because the non-
dominated sorting is the primary fitness evaluation criterion in 
NSGA-III (as in NSGA-II). However, in NSGA-III, since a 
decomposition-based mechanism is used instead of the crowding 
distance, many DRSs cannot survive. As a result, the effect of 
DRSs on NSGA-III is much smaller than that on NSGA-II (while 
it is larger than that on MOEA/D-PBI (θ =5)).  

The effects of DRSs on MOEA/D-Tchebycheff in Table 5 look 
counter-intuitive. In Table 5, DRSs have large negative effects for 
the 3- and 5-objective test problems but no negative effects for the 
8- and 10-objective test problems. Since the contour lines of the 
Tchebycheff function are consistent with the Pareto dominance 
relation, the current solution on a search direction cannot be 
replaced with its non-dominated solution. If a DRS is on a search 
direction which is (almost) parallel to one axis of the objective 
space, it is hardly replaced with a better solution. This is the 
reason for large negative effects of DRSs in Table 5 for the 3- and 
5-objective test problems. However, in MOEA/D-Tchebycheff, 
the actual search direction for the weight vector (w1, w2, ..., wm) is 
(1/w1, 1/w2, ..., 1/wm). In the case of many-objective test problems 
with 8 or 10 objectives, all weight vectors have at least two zero 
elements (which is usually replaced with a very small value such 
as 10− 6). As a result, no search direction is close to any axis of the 
objective space. Thus, DRSs have no negative effects on the 
performance of MOEA/D-Tchebycheff for many-objective test 
problems with 8 or 10 objectives in Table 5. For the same reason, 
it is difficult to find a well-distributed solution set over the entire 
Pareto front by MOEA/D-Tchebycheff. As a result, its average 
hypervolume values are worse than those by MOEA/D-PBI (θ =5) 
in Tables 2-4 for many-objective problems (while its convergence 
ability on the 8- and 10-objective problems is the best in Table 5). 

4  PERFORMANCE OF MODIFIED NSGA-II  
Our experimental results in Section 3 demonstrated that DRSs 

severely degraded the performance of NSGA-II. As a remedy, we 
explained the modification of each objective by (5) in Section 2. 
Eq. (5) can be rewritten as follows: 

 )()()1()( Ave xxx ffu ii αα +−= ,  i =1, 2, ..., m,      (14) 

where fAve(x) is the average value of all objectives fi (x), i = 1, 2, ..., 
m. Using the value of α , we can adjust the effect of fAve(x). 
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In the same manner as in Section 3, we applied NSGA-II with 
various values of α to the original DTLZ1-3 test problems. The 
average hypervolume values are summarized in Table 6. In this 
table, α = 0 means no modification. In Table 6, we also show 
statistical test results. When the obtained results by the modified 
NSGA-II are significantly better (or worse) than those by the 
original NSGA-II with α = 0, “+” (or “−”) is assigned to the 
corresponding average hypervolume value. When they have no 
statistically significant difference, “=” is assigned. Our statistical 
test is performed at the 5% significance level using Shapiro-Wilk 
test, Bartlett’s test, Wilcoxon’s rank sum test, Student’s t-test and 
Welch’s t-test depending on the distributions of the hypervolume 
values obtained by the two algorithms to be compared.  

In Table 6, the performance of NSGA-II is clearly improved 
on all test problems by a small modification with α = 0.01 (which 
means only a 1% change of each objective value towards their 
average value). It seems that the best specification of α  depends 
on the problem. However, similar results are obtained for each test 
problem from a wide range of α  in [0.01, 0.2] in Table 6.   

 
Table 6: Average hypervolume by the modified NSGA-II. 

 m  α = 0.5 α = 0.2 α = 0.1 α = 0.05 α = 0.01 α = 0 
DTLZ1 3 1.035 + 1.034 + 1.033 + 1.033 + 1.033 + 1.028 

5 2.115 + 2.112 + 2.110 + 2.106 + 2.100 + 1.761 
8 9.977 + 9.968 + 9.952 + 9.914 + 9.782 + 0.170 
10 17.76 + 17.75 + 17.74 + 17.71 + 17.40 + 0.000 

DTLZ2 3 0.271 − 0.662 + 0.665 + 0.656 + 0.649 + 0.644 
5 1.161 − 1.823 + 1.782 + 1.750 + 1.706 + 1.634 
8 7.930 + 9.748 + 9.657 + 9.537 + 7.960 + 0.028 
10 15.56 + 17.62 + 17.52 + 17.36 + 14.75 + 0.080 

DTLZ3 3 0.268 − 0.597 = 0.659 + 0.651 + 0.645 + 0.641 
5 1.022 − 1.791 + 1.788 + 1.766 + 1.729 + 1.643 
8 4.867 + 9.716 + 9.655 + 8.992 + 3.086 + 0.000 
10 7.220 + 17.62 + 17.52 + 17.01 + 8.700 + 0.000 

 
In general, the convergence ability of NSGA-II is improved by 

increasing the value of α . However, the use of a too large value 
of α  degrades the diversity of the obtained solutions. In Fig. 5, we 
show the obtained solution set by a single run with the median 
hypervolume value among 51 runs of the modified NSGA-II with 
α = 0.5, 0.1, 0.01 on the 10-objective DTLZ2 test problem. It 
should be noted that the scale of the vertical axis in Fig. 5 (c) is 
more than three times larger than that in the other figures. The 
above-mentioned effects of α  are clearly demonstrated in Fig. 5.  

 

 
         (a) α = 0.5.                    (b) α = 0.1.                (c) α = 0.01. 
Figure 5: Results of a single run on the 10-objective DTLZ2.   

In Table 7, NSGA-II with α = 0.1 is compared with NSGA-III 
and MOEA/D on the DTLZ1-3 test problems. NSGA-II with 
α = 0.1 is outperformed by NSGA-III and MOEA/D-PBI (θ =5) 
on almost all test problems. However, their average hypervolume 
values are very similar. As shown in Fig. 5 (b), good results are 
obtained by NSGA-II with α = 0.1. From these observations, we 
can say that all of those algorithms work well on the DTLZ1-3 
test problems with 3-10 objectives.  

 
Table 7: Hypervolume-based comparison results. 

 m  NSGA-II  
with α = 0.1 NSGA-III MOEA/D 

PBI (θ =5) 
MOEA/D 

Tchebycheff 
DTLZ1 3 1.033 1.058 + 1.058 + 1.009 − 

5 2.110 2.129 + 2.129 + 2.062 − 
8 9.952 9.980 + 9.983 + 9.817 − 
10 17.74 17.74 + 17.76 + 17.53 − 

DTLZ2 3 0.665 0.685 + 0.685 + 0.642 − 
5 1.782 1.859 + 1.859 + 1.697 − 
8 9.657 9.782 + 9.825 + 7.899 − 
10 17.52 17.63 + 17.68 + 13.59 − 

DTLZ3 3 0.660 0.679 + 0.679 + 0.637 − 
5 1.788 1.856 + 1.855 + 1.696 − 
8 9.655 8.968 − 9.145 − 8.084 − 
10 17.52 17.56 + 17.49 + 13.62 − 

5  PERFORMANCE ON SIMPLE PROBLEMS  
In Section 4, we demonstrated that NSGA-III, MOEA/D-PBI 

(θ =5) and the modified NSGA-II with α = 0.1 work well on 
many-objective DTLZ1-3 test problems. However, this does not 
mean that they have high search ability. Using the simple test 
problem formulated in Section 2, we examine their performance 
(and the performance of some other algorithms). In our problem, 
the ith objective fi(x) is basically equal to the ith decision variable 
xi. Thus, the m-objective problem has only m decision variables. 
The Pareto front is linear triangular: f1 + f2 +  ... + fm = 1. In the 
same manner as in Sections 3 and 4 (except that the termination 
condition is 1000m generations, which is about 10 times longer), 
we perform computational experiments. Experimental results are 
summarized in Table 8 with average hypervolume values and 
Table 9 with average sums of the objective values. Whereas the 
newly-formulated test problem looks very simple and we use 
much more computation load than the settings in Sections 3 and 4, 
non-zero hypervolume values are obtained only by NSGA-II with 
α = 0.1 and MOEA/D with the weighted sum (WS) function in 
Table 8 for the 10-objective problem.  

 
Table 8: Hypervolume-based comparison results on the newly 

formulated simple test problem. 

m  NSGA-II 
α = 0.1 

NSGA-II 
(Original) NSGA-III MOEA/D 

PBI (θ =5) 
MOEA/D 
Tcheby 

MOEA/D 
WS 

3 1.016 1.004 − 1.058 + 1.052 + 1.007 − 0.271 − 
5 2.089 2.053 − 2.129 + 2.129 + 2.055 − 1.161 − 
8 9.862 0.000 − 8.612 − 9.592 − 0.192 − 8.658 − 
10 17.70 0.000 − 0.000 − 0.000 − 0.000 − 17.44 − 
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Table 9: Objective sum-based comparison results on the newly 
formulated simple test problem. 

m  NSGA-II 
α = 0.1 

NSGA-II 
(Original) NSGA-III MOEA/D 

PBI (θ =5) 
MOEA/D 
Tcheby 

MOEA/D 
WS 

3 1.044 1.069 − 1.005 + 1.016 + 1.003 + 1.000 + 
5 1.175 1.335 − 1.001 + 1.003 + 1.006 + 1.000 + 
8 1.749 143.2 − 4.888 − 2.153 − 48.56 − 1.000 + 
10 1.856 99.47 − 25.80 − 51.57 − 55.47 − 1.000 + 

 
In Table 9, very poor convergence results are obtained by 

NSGA-II, NSGA-III, and MOEA/D with PBI and Tchebycheff on 
the 10-objective test problem. The experimental results in Table 9 
on the 10-objective problem are consistent with our discussions 
about the difficulty of many-objective problems based on the size 
of the better region. The best convergence results are obtained by 
MOEA/D-WS in Table 9. However, since a wide variety of 
solutions cannot be obtained by the weighted sum on the linear 
Pareto front, MOEA/D-WS is outperformed by the other 
algorithms on the test problems with 3-5 objectives in Table 8. 
NSGA-II with α = 0.1 shows high performance on average over 
the four test problems in Table 8. This is because NSGA-II with 
α = 0.1 has higher convergence ability than the other algorithms 
in Table 8 (except for MOEA/D-WS) thanks to the increase in the 
correlation among the objectives, which is a similar effect of the 
modification of the dominance relation. Since the increase in the 
correlation by α = 0.1 is not large, the diversity deterioration is 
not serious in Table 8 in comparison with MOEA/D-WS.  

6  CONCLUSIONS 
In this paper, we tried to clearly explain that the main reason 

for the difficulty of many-objective DTLZ test problems is not the 
number of objectives but the existence of DRSs. For this purpose, 
we demonstrated that the performance of NSGA-II was severely 
degraded by increasing the size of the DRS region. We also 
demonstrated that the performance of NSGA-II was improved by 
removing the negative effect of DRSs. These observations show 
that the DTLZ test suite is not suitable for evaluating the 
performance of many-objective evolutionary algorithms. Its main 
drawback is the use of a single distance function for all objectives. 
Due to this drawback, the convergence improvement of solutions 
in many-objective evolutionary algorithms is single-objective 
optimization independent of the number of objectives. As a result, 
good results can be easily obtained without strong convergence 
ability even when the number of objectives is large. To further 
address this issue, we formulated a simple many-objective test 
problem with no distance function. Experimental results on our 
new test problem were totally different from those on the DTLZ 
test suite. Without strong convergence ability, good results were 
not obtained on our 10-objective test problem.  

Our experimental results suggest the necessity of re-evaluating 
many-objective evolutionary algorithms. This is because widely-
believed performance comparison results (i.e., poor performance 
of Pareto dominance-based algorithms and high performance of 
decomposition-based algorithms) were obtained from experiments 
on many-objective test problems with special features (i.e., DTLZ 

and WFG). Actually, it was reported in a recent study [12] that 
NSGA-II outperformed four well-known decomposition-based 
algorithms (MOEA/D, MOEA/DD, NSGA-III, θ -DEA) on 9 out 
of 18 many-objective test problems with various features (e.g., 
curvature and shape of Pareto fronts, shape of feasible regions) 
whereas NSGA-II was always outperformed on the DTLZ and 
WFG test suites. For fair performance comparison, it is needed to 
examine the suitability of many-objective test problems. This is an 
important future research topic since the examination of test 
problems in a high-dimensional objective space is very difficult. 
One related (and important) future research topic is the proposal 
of realistic many-objective test problems which have similar 
properties to real-world problems. Of course, the development of 
high-performance many-objective evolutionary algorithms for 
realistic test problems and real-world problems is the most 
exciting future research topic. 
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